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Thermal Dark Matter

• Thermal Dark Matter (DM) originating as a relic of the hot early 
Universe is one of the most compelling paradigms.


• Generic: only non-gravitational interaction between DM and 
Standard Model (SM)


• Predictive: minimum annihilation rate < σv > ≈ 10−26cm3s−1

10−22eV mplank ∼ 1019GeV

> 100TeV
∼ 1GeV ∼ mZ∼ me

Thermal Contact implies a new mediator: 
Hidden sector light DM well-motivated model

Thermal freeze-out for weak scale masses. 
Major drive for DM search in the past years
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Light Thermal Dark Matter - Hidden sector
• Freeze-out scenario with Light Dark Matter (LDM) requires new light mediator to 

provide the correct relic abundance

• Dark Matter can belong to a “hidden sector” secluded from the Standard Model (SM)

• Mutual interaction mediated by a massive gauge boson

ϕ

gD gSM

χ

χ

SM

SM
< σv > ∼ gDgSM

m2
χ

m4
ϕ

• Benchmark: additional spin-one gauge boson “dark photon” , neutral under SM, 
hidden  symmetry


• Kinetically mixing with SM  , 
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FIG. 3: Feynman diagrams for LDM with secluded annihilation (left) with m� > mA0 and direct anni-
hilation (right) with m� < mA0 . In the secluded regime, the dark photon decays visibly to kinematically
accessible SM final states and motivates experimental searches for hidden forces (see [1]), but the DM anni-
hilation cross section is independent of the A0 coupling to visible matter. In the direct annihilation regime,
the cross section for achieving the correct relic density depends on the parameter ✏ which couples the A0 to
charged SM particles, so there is a minimum value of this coupling for each choice of � mass that realizes
a thermal history in the early universe. These minimum values define experimental targets for discovery or
falsification (see Fig. 5).

• Neutrality: Both the DM and the mediator must be singlets under the full SM gauge group;
otherwise they would have been produced and detected at LEP or at hadron colliders [30].

These properties single out the hidden sector scenario highlighted in [1, 2, 24], which is the focus
of considerable experimental activity. Thus, for the remainder of this note, we will use one of
the simplest and most representative hidden sector models in the literature – a dark matter particle
charged under a U(1) gauge field (i.e. “dark QED”). Sensitivity to a variety of other new physics
models, mediator particles, and dark matter is described in a companion paper [23].

We define the LDM particle to be � and the U(1) gauge boson A0 (popularly called a “dark
photon” mediator). The general Lagrangian for this family of models contains
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where ✏ is the kinetic mixing parameter, mA0 is the dark photon mass, and Jµ
EM ⌘

P
f Qf f̄�µf

is the SM electromagnetic current where f is an SM fermion with charge Qf , gD ⌘
p

4⇡↵D is
the U(1)D coupling constant, and JD is the dark matter current. Although each possible choice
for � has a different form for JD, the relic density has the same dependence on the four model
parameters {✏, gD, m�, mA0} and can be captured in full generality with this setup.

This framework permits two qualitatively distinct annihilation scenarios depending on the A0

and � masses.

• Secluded Annihilation: For mA0 < m�, DM annihilates predominantly into A0 pairs [31]
as depicted on the left panel of Fig. 3. This annihilation rate is independent of the SM-A0

coupling ✏. The simplest version of this scenario is robustly constrained by CMB data [32],
which rules out DM masses below O(10) GeV for simple secluded annihilation models.
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otherwise they would have been produced and detected at LEP or at hadron colliders [30].

These properties single out the hidden sector scenario highlighted in [1, 2, 24], which is the focus
of considerable experimental activity. Thus, for the remainder of this note, we will use one of
the simplest and most representative hidden sector models in the literature – a dark matter particle
charged under a U(1) gauge field (i.e. “dark QED”). Sensitivity to a variety of other new physics
models, mediator particles, and dark matter is described in a companion paper [23].

We define the LDM particle to be � and the U(1) gauge boson A0 (popularly called a “dark
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the U(1)D coupling constant, and JD is the dark matter current. Although each possible choice
for � has a different form for JD, the relic density has the same dependence on the four model
parameters {✏, gD, m�, mA0} and can be captured in full generality with this setup.

This framework permits two qualitatively distinct annihilation scenarios depending on the A0

and � masses.

• Secluded Annihilation: For mA0 < m�, DM annihilates predominantly into A0 pairs [31]
as depicted on the left panel of Fig. 3. This annihilation rate is independent of the SM-A0

coupling ✏. The simplest version of this scenario is robustly constrained by CMB data [32],
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Ruth Pöttgen GGI Workshop, Florence 17 Sep 2019 LDMX
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Schedule and Budget

Anticipate 2 years to complete design + 2 years for construction

Phase I Run beginning in late 2021. Phase 2 two years later.

Details depend upon accelerator schedules.

LDMX Phase I+II costs are <$10M.

Funding in FY18 is critical to support engineering and technical design.

LDMX	Final	Design

Install

HiLum	Physics	Run

LDMX	Build

FY22 FY23FY17 FY18 FY19 FY20

LDMX	Prelim	Design

FY21 FY24

Eng.	
Run

1st	Physics	Run

LDMX	Upgrade

Signatures

!7
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Figure 1: Classification of dominant DM annihilation and mediator decay channels
in the benchmark dark photon (A0) mediated scenario for di↵erent mA0/m� ratios
were f is a charged SM fermion – similar categorizations exist for other mediators.
Also, the same classification holds for Majorana-DM, with the substitution (�, �̄) !

(�1, �2). (a) In the left column, the mediator is lighter than the DM, so for ✏e ⌧

gD the dominant annihilation is in the “secluded” channel, which is independent of
the mediator coupling to the SM. This scenario has no direct thermal target; every
arbitrarily small values of ✏ are compatible with a thermal annihilation rate. (b) The
middle column represents the m� < mA0 < 2m� window in which the annihilation
rate is sensitive to ✏ but the mediator decays visibly. This regime has a predictive
thermal relic target, which can be tested by probing su�ciently small values of ✏ in
searches for visibly decaying dark photos (e.g. HPS, APEX, Belle II). (c) The right
column where mA0 > 2m� o↵ers ample parameter space with a predictive thermal
target and features mediators that decay invisibly to DM states. Since �v / ✏

2
↵D

this scenario has a thermal target which can be probed by testing su�ciently small
values of this combination at BDX, whose signal yield scales as the same combination
of input parameters.

2.1 Important Variations

2.1.1 Inelastic Dark Matter (iDM)

If the A
0 couples to a DM fermion with both Dirac and Majorana masses, the leading

interaction is generically o↵-diagonal and

A
0
µ
J
µ

DM
! A

0
µ
�̄1�

µ
�2 , (6)

where the usual Dirac fermion � decomposes into two Majorana (“pseudo-Dirac”)
states �1,2 with masses m1,2 split by an amount �. This kind of scenario is well moti-
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secluded direct annihilation

invisiblevisible

prompt decay (resonance feature)

long-lived (displaced decay)

σv ∝ α2
D σv ∝ ϵ2αD σv ∝ ϵ2αD

 
Prompt decay (resonance feature)


Long-lived (displaced decay) 

Missing …

     …mass 
     …energy 
     …momentum

A′￼ production

A′￼ decay

Possible dark photon signatures
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Visible Decay - Parameter space
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Bump Hunt search

• Searches are “Bump hunts” for
  resonances


• Excess of prompt  signal above 
continuous falling background


• The required large signal yield limits 
these types of searches to “large” 

 couplings

m(l+l−)
A′￼

ϵ2

concept simulation - not real data
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Beam dump

• At lower  the  becomes long-lived


• Leads to constraints from beam dump 
experiments

ϵ A′￼

γcτ ∝
1

ϵ2m2
A′￼

E137 SLAC Beam Dump


7

https://arxiv.org/pdf/1406.2698.pdf
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Displaced vertex search

• Fixed target experiments search for a 
displaced vertex formed by the  decay 
products. 


• Sensitive to shorter decay lengths with 
respect to beam dump experiments


• Covered mass range depends on detector 
design and acceptance

A′￼

concept simulation - not real data
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Visible Decay - Fixed Target Experiment

Target

e−

Energy = E

A′￼

∼ ( mA′￼
E )

3/2

   narrow

∼ ( mA′￼
E )

1/2

   wide

∼ ( mA′￼
E )

l−

l+

• Dark Photons can be produced via Dark bremsstrahlung from beam electrons on a thin target 


•  production is sharply peaked at  and emitted in the very forward direction


• Soft recoil electrons at large angles. s decay into a  pair, with opening angle  (~ few 
degrees) 

A′￼ EA′￼= Ebeam

A′￼ l−l+ mA′￼/Ebeam

• An experiment targeting this scenario must have:


• Very forward acceptance to capture  decay products close to beam plane

• Calorimeter for fast trigger and precise timing information to reject elastically scattered electrons

• Precise tracking system to identify particles consistent with a decay-vertex origin.

A′￼
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CEBAF and the HPS detector
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https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.091101
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.091101
https://arxiv.org/pdf/1812.02169.pdf
https://arxiv.org/pdf/1812.02169.pdf


CEBAF Accelerator at Jefferson Lab

• Superconducting RF recirculating linear accelerator

• 1400m length

• High intensity continuous electron beam (500 or 250 

MHz)

• Data runs performed at Jefferson Lab Hall B


• Beam bunch every 2ns

• Beam current up to 500 nA 

• Beam Energies: 1.06 GeV for 2015 / 2.3 GeV for 2016

  

10

 Located in Newport News, VA
 Superconducting RF recirculating linear accelerator 

1400 m length 
 High intensity continuous electron beam (500 or 250 MHz)
 Data runs performed at JeGerson Lab Hall B 

● Beam bunch every 2ns
● Beam current up to 500nA
● Beam Energies: 2.3 GeV for 2016 / 4.55 GeV for 2019

CEBAF Accelerator at Je#erson Lab
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 Located in Newport News, VA
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1400 m length 
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● Beam bunch every 2ns
● Beam current up to 500nA
● Beam Energies: 2.3 GeV for 2016 / 4.55 GeV for 2019

CEBAF Accelerator at Je#erson Lab
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The HPS Detector

Tungsten Target ∼ 10−3 X0

Electromagnetic Calorimeter 
Triggering and ParticleID

Linear Shift Motion System 
Adjustment of Silicon Tracker 
opening

Silicon Vertex Tracker (SVT)

Split in 2 separated volumes 
to avoid intense flux of 
scattered beam electrons

⃗B
e+

e−

e− beam

High intensity  from 
CEBAF accelerator

e− beam

Two lever arm spectrometer
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2016 Engineering Run Bump Hunt and Displaced Vertex  
Analyses
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CHAPTER 4. EVENT RECONSTRUCTION & SELECTION 83

  

Wide Angle Bremsstrahlung (WAB)
Two step process:

WAB then photon conversion

Both, WAB and photon conversion have large cross sections, so we have
revised WAB contribution in the MC and data

Photon conversions from the target, 1st and 2nd SVT layers can mimic trident signal

The EGS5 program, that we are using for beam transport in the target,
treats WABs incorrectly, resulting in the scattered electron escaping detection

Figure 1. (a) Feynman diagram for radiative A� electro-
production and A� decay to e+e� pairs. Diagrams of radiative (b)
and Bethe-Heitler (c) QED reactions, the primary background for
the A� search, are also shown.

the beam feedback and fast shut down systems described
in [5] worked in maintaining the beam position stable and
protecting the silicon sensors from errant beam exposure.
The HPS apparatus is split into symmetric upper and lower
halves since the detectors must avoid a region of intense
electron flux caused by the small angle multiple coulomb
scattering in the target and the horizontal dispersion in the
magnetic field of the analyzing magnet of the electrons
which have radiated energy in the target. The resulting
"dead zone" has an angular range of �y <15 mrad (y is the
vertical dimension). In addition, the beam is transported in
vacuum through the tracker to minimize beam-gas interac-
tion backgrounds. The detector setup is shown in Fig. 2.
It is made of a � 1m long Silicon Vertex Tracker (SVT)
inside an analyzing dipole magnet to reconstruct charged
particle trajectories and vertexes, and a fast lead-tungstate
electromagnetic calorimeter (ECal) to measure particle en-
ergies, identify the e+e� pairs, and generate the trigger of
the experiment.
The SVT is made of 6 layers of pairs of closely-spaced
silicon microstrip sensors mounted back-to-back to form
a module. A small stereo angle between the two layers
(50 or 100 mrad) provides three-dimensional tracking and
vertexing. The SVT material budget in the tracking vol-
ume is minimized to reduce multiple scattering and opti-

mize both the invariant mass and vertex resolutions that
directly a�ect the experimental sensitivity. The sensors
have an active area of 98.33 � 38.34 mm2, they are 320
± 20µm thick and have a sense (readout) pitch of 30 (60)
µm. To achieve large acceptance and good vertexing reso-
lution, the first layer of silicon detectors is placed just 10
cm downstream of the target with the sensor edges only
500 µm above and below the beam. Sensors are readout
by the APV25 chip [6] with a custom DAQ system based
on the Advanced Telecom Communications Architecture
(ATCA) technology.
The ECal [7] is made of 442 PbWO4 crystals, 16 cm
thick, with a 13.3x13.3 mm2 (16x16mm2) front (rear) face.
In each half of the detector, crystals are arranged in five
rows of 46 crystals, except the one closest to the beam
that has only 37 crystals. The light from each crystal,
approximately 120 photons/MeV, is read out by large-
area Avalanche PhotoDiodes (APD) glued to the back
face. Signals from the APDs are read and amplified using
custom-made pre-amplifiers before being sent to the JLab
Flash ADC boards for digitization and processing. The on-
board FPGA processes the digitized samples to provide in-
formation about the energy and the timing associated with
each hit. This information, available during data-taking, is
exploited by an advanced triggering algorithm matched to
the foreseen A� signal.
The data collected in 2015 and 2016 demonstrated excel-
lent performances of both the detectors. The SVT and Ecal
primary goals of providing an high quality vertexing and
tracking and a fast trigger in a large background environ-
ment were fully achieved. We anticipate first results from
the brief 2015 1.1 GeV run in early 2017.
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Wide-Angle	Bresstrunlung	

Figure 4.8: Left pictures show Feynman diagrams for A
0
(top), RAD (middle) and BH (bottom)

events. Right picture shows WAB process.

trigger response including digitization and readout. Finally, the digitization from the readout sim-

ulation is used as input in the physics reconstruction software in hps-java in the same way the real

experimental data is reconstructed. This provides a way for data and simulation to be directly

compared, with MC able to be separated into di↵erent background components.

The MC samples produced as shown in Table 4.4 are background samples of RAD, tritrig, WAB,

Møller, and beam background. The A0 samples come in two di↵erent types - prompt and displaced

from the target. Prompt A0 samples are used for the resonance search and for an estimate of the mass

resolution described in Sec. 5.2 (mass resolution is independent of displacement). The displaced

A0s are used to estimate the z-dependence of e�ciency and geometrical acceptance. The detailed

generator level requirements for each MC sample are shown in Table 4.5.

Both prompt and displaced A0 samples are generated at specific mass points over the range of

interest determined by the acceptance at a specific beam energy, and with close enough spacing

such that interpolation of acceptance between mass points contains minimal error. The mass points

Backgrounds

Beam e−

 from pair productione+

 from pair production 
escaped detection
e−

Photon Line
ECAL Hole

Backgrounds

• Wide Angle Bremsstrahlung 
(WAB) events are due to photon 
conversions in the detector 
material

• Low acceptance but huge 

cross-section

• Removed by track parameters 

cuts and request of hits-on-
track in the innermost layers 

• Accidentals events due to 
random combinations of  
with beam electrons


• Suppressed by precise ECAL 
timing cuts and topological 
cuts used to remove 
elastically scattered beam 
electrons.

e+

14
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Gaussians is constrained to be the same for all peaks.
The optimum time interval is chosen to maximize the ra-
tio S/

p
S +B where S is the integral of the central peak

in the given ±�t cut range, and S +B is the integral of
signal plus background.

F =

NpeakX

i=0

ai·(Gauss(x � µi,�1,i) + b · Gauss(x � µi,�2,i))

(3)
For the resonance (vertex) search, the absolute value
of the cluster time di↵erence must be less than 1.43 ns
(1.45 ns).
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FIG. 16. Top and bottom cluster time di↵erence, when the
cluster energy sum is in the range 1.9GeV to 2.4GeV. Bot-
tom figure is the same as the top with vertical axis adjusted
to show peaks in tails.

Figure 17 shows the di↵erential cross sections for the
various physics processes that contribute to the event
sample as a function of the V0 momentum. Radiative tri-
dents are labeled in red, the WAB sample in orange, the
trident sample in cyan, and the sum of WAB and tridents
in blue. Radiative tridents are peaked at high momenta,
whereas the full trident sample (which includes radiative
tridents and Bethe-Heitlers and their interference) and
WABs are broadly enhanced at lower momenta. The
sensitivity of the resonance search is proportional to the
radiative fraction, so a cut in the minimum V0 momen-
tum that maximizes the ratio Nrad/

p
Ntot is optimal.

For the resonance (vertex) search, this occurs at 1.9GeV
(1.85GeV).
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FIG. 17. Di↵erential cross-section as a function of V0 mo-
mentum for di↵erent MC samples. Radiative tridents are pre-
sented by red markers, the WAB sample is represented by the
orange-colored histogram, the trident sample is shown by the
cyan histogram, and the blue histogram is the sum of WAB
and tridents.

Finally, a cut on the maximum V0 momentum re-
duces background from the cWABs, which extends be-
yond the beam energy. For both the resonance and ver-
tex searches, the maximum V0 momentum must be less
than 2.4GeV.
Figure 18 compares the data with the Monte Carlo

after all the above cuts. The data and MC are in broad
agreement, giving evidence that the sample composition
is understood. At lower V0 momentum, the data fall
below the MC, primarily because the trigger e�ciency
for low-energy clusters is not perfectly accounted for in
the Monte Carlo. Momentum resolution e↵ects, also not
perfectly accounted for, explain small data/Monte Carlo
discrepancies at the high edge of the distribution. The
invariant e+e� mass distribution for events passing these
final cuts is shown in Figure 19. The highlighted region
in green is the mass range where the resonance search
was performed. The mass range for the displaced vertex
search is discussed in Section V.

accidental pairsaccidental pairs

signal



Backgrounds - Tridents
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FIG. 10. An illustration of an event satisfying trigger requirements. As described in the text, data for this analysis is collected
using a pairs trigger that makes requirements on |�1 � �2| and the relationship between r1,2 and E1,2.
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FIG. 11. Diagram of radiative trident production o↵ the
tungsten target
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e�

Z
Z
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FIG. 12. Diagram of Bethe-Heitler trident production o↵
the tungsten target.

tered on the target location, with an exponential tail at
large decay lengths. These features are the result of how
the exiting e+ and e� multiple Coulomb scatter, where

resolution is dominated by scattering in the first detector
layer. Good agreement between Monte Carlo and data
decay length distributions confirms our understanding of
decay length resolution.
The following subsections review the data samples, de-

tector calibration and event reconstruction, event selec-
tion, sample composition, and mass resolution for the
two analyses. The resonance search and displaced vertex
search sections that follow discuss the specifics of each
analysis in more detail.

A. Data Samples

The results presented here use data collected during
the 2016 Engineering Run, which operated on weekends
during February 20–April 25 of 2016. All data used for
analysis were collected at a beam energy of 2.30GeV
with a current of 200 nA on a Tungsten foil target 4 µm
(⇡0.125% X0 equivalent) thick. The total luminosity of
this dataset is 10 608 nb�1, comprising 7.2 billion trig-
gered events from a total charge on target of 67.2mC.
In addition to physics runs, a number of special runs

were taken, such as field-o↵ runs and runs with a trigger
dedicated to collecting scattered single electrons over a
wide range of scattering angles. Data from these runs
were used to calibrate and align the ECal and SVT.
In addition to experimental data, the analysis pre-

sented here makes use of Monte Carlo simulation (MC)
to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
backgrounds simulated using EGS5 [24], predominantly
scattered single electrons, are overlaid on all samples,
distributed according to the time structure of the beam.
Simulation of generated samples uses GEANT4 [25] to
model interactions with the detector, after which the de-
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analysis in more detail.

A. Data Samples

The results presented here use data collected during
the 2016 Engineering Run, which operated on weekends
during February 20–April 25 of 2016. All data used for
analysis were collected at a beam energy of 2.30GeV
with a current of 200 nA on a Tungsten foil target 4 µm
(⇡0.125% X0 equivalent) thick. The total luminosity of
this dataset is 10 608 nb�1, comprising 7.2 billion trig-
gered events from a total charge on target of 67.2mC.
In addition to physics runs, a number of special runs

were taken, such as field-o↵ runs and runs with a trigger
dedicated to collecting scattered single electrons over a
wide range of scattering angles. Data from these runs
were used to calibrate and align the ECal and SVT.
In addition to experimental data, the analysis pre-

sented here makes use of Monte Carlo simulation (MC)
to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
backgrounds simulated using EGS5 [24], predominantly
scattered single electrons, are overlaid on all samples,
distributed according to the time structure of the beam.
Simulation of generated samples uses GEANT4 [25] to
model interactions with the detector, after which the de-
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Gaussians is constrained to be the same for all peaks.
The optimum time interval is chosen to maximize the ra-
tio S/

p
S +B where S is the integral of the central peak

in the given ±�t cut range, and S +B is the integral of
signal plus background.

F =

NpeakX

i=0

ai·(Gauss(x � µi,�1,i) + b · Gauss(x � µi,�2,i))

(3)
For the resonance (vertex) search, the absolute value
of the cluster time di↵erence must be less than 1.43 ns
(1.45 ns).

15− 10− 5− 0 5 10 15
 [ns]bot - ttop t

0
20
40
60
80

100
120
140
160
180
200

310×

co
un

ts

15− 10− 5− 0 5 10 15
 [ns]bot - ttop t

0

500

1000

1500

2000

2500

3000

3500

co
un

ts

FIG. 16. Top and bottom cluster time di↵erence, when the
cluster energy sum is in the range 1.9GeV to 2.4GeV. Bot-
tom figure is the same as the top with vertical axis adjusted
to show peaks in tails.

Figure 17 shows the di↵erential cross sections for the
various physics processes that contribute to the event
sample as a function of the V0 momentum. Radiative tri-
dents are labeled in red, the WAB sample in orange, the
trident sample in cyan, and the sum of WAB and tridents
in blue. Radiative tridents are peaked at high momenta,
whereas the full trident sample (which includes radiative
tridents and Bethe-Heitlers and their interference) and
WABs are broadly enhanced at lower momenta. The
sensitivity of the resonance search is proportional to the
radiative fraction, so a cut in the minimum V0 momen-
tum that maximizes the ratio Nrad/

p
Ntot is optimal.

For the resonance (vertex) search, this occurs at 1.9GeV
(1.85GeV).
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orange-colored histogram, the trident sample is shown by the
cyan histogram, and the blue histogram is the sum of WAB
and tridents.

Finally, a cut on the maximum V0 momentum re-
duces background from the cWABs, which extends be-
yond the beam energy. For both the resonance and ver-
tex searches, the maximum V0 momentum must be less
than 2.4GeV.
Figure 18 compares the data with the Monte Carlo

after all the above cuts. The data and MC are in broad
agreement, giving evidence that the sample composition
is understood. At lower V0 momentum, the data fall
below the MC, primarily because the trigger e�ciency
for low-energy clusters is not perfectly accounted for in
the Monte Carlo. Momentum resolution e↵ects, also not
perfectly accounted for, explain small data/Monte Carlo
discrepancies at the high edge of the distribution. The
invariant e+e� mass distribution for events passing these
final cuts is shown in Figure 19. The highlighted region
in green is the mass range where the resonance search
was performed. The mass range for the displaced vertex
search is discussed in Section V.
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FIG. 10. An illustration of an event satisfying trigger requirements. As described in the text, data for this analysis is collected
using a pairs trigger that makes requirements on |�1 � �2| and the relationship between r1,2 and E1,2.
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large decay lengths. These features are the result of how
the exiting e+ and e� multiple Coulomb scatter, where

resolution is dominated by scattering in the first detector
layer. Good agreement between Monte Carlo and data
decay length distributions confirms our understanding of
decay length resolution.
The following subsections review the data samples, de-

tector calibration and event reconstruction, event selec-
tion, sample composition, and mass resolution for the
two analyses. The resonance search and displaced vertex
search sections that follow discuss the specifics of each
analysis in more detail.

A. Data Samples

The results presented here use data collected during
the 2016 Engineering Run, which operated on weekends
during February 20–April 25 of 2016. All data used for
analysis were collected at a beam energy of 2.30GeV
with a current of 200 nA on a Tungsten foil target 4 µm
(⇡0.125% X0 equivalent) thick. The total luminosity of
this dataset is 10 608 nb�1, comprising 7.2 billion trig-
gered events from a total charge on target of 67.2mC.
In addition to physics runs, a number of special runs

were taken, such as field-o↵ runs and runs with a trigger
dedicated to collecting scattered single electrons over a
wide range of scattering angles. Data from these runs
were used to calibrate and align the ECal and SVT.
In addition to experimental data, the analysis pre-

sented here makes use of Monte Carlo simulation (MC)
to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
backgrounds simulated using EGS5 [24], predominantly
scattered single electrons, are overlaid on all samples,
distributed according to the time structure of the beam.
Simulation of generated samples uses GEANT4 [25] to
model interactions with the detector, after which the de-
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two analyses. The resonance search and displaced vertex
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(⇡0.125% X0 equivalent) thick. The total luminosity of
this dataset is 10 608 nb�1, comprising 7.2 billion trig-
gered events from a total charge on target of 67.2mC.
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were taken, such as field-o↵ runs and runs with a trigger
dedicated to collecting scattered single electrons over a
wide range of scattering angles. Data from these runs
were used to calibrate and align the ECal and SVT.
In addition to experimental data, the analysis pre-

sented here makes use of Monte Carlo simulation (MC)
to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
backgrounds simulated using EGS5 [24], predominantly
scattered single electrons, are overlaid on all samples,
distributed according to the time structure of the beam.
Simulation of generated samples uses GEANT4 [25] to
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Gaussians is constrained to be the same for all peaks.
The optimum time interval is chosen to maximize the ra-
tio S/
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S +B where S is the integral of the central peak

in the given ±�t cut range, and S +B is the integral of
signal plus background.

F =

NpeakX

i=0

ai·(Gauss(x � µi,�1,i) + b · Gauss(x � µi,�2,i))

(3)
For the resonance (vertex) search, the absolute value
of the cluster time di↵erence must be less than 1.43 ns
(1.45 ns).
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FIG. 16. Top and bottom cluster time di↵erence, when the
cluster energy sum is in the range 1.9GeV to 2.4GeV. Bot-
tom figure is the same as the top with vertical axis adjusted
to show peaks in tails.

Figure 17 shows the di↵erential cross sections for the
various physics processes that contribute to the event
sample as a function of the V0 momentum. Radiative tri-
dents are labeled in red, the WAB sample in orange, the
trident sample in cyan, and the sum of WAB and tridents
in blue. Radiative tridents are peaked at high momenta,
whereas the full trident sample (which includes radiative
tridents and Bethe-Heitlers and their interference) and
WABs are broadly enhanced at lower momenta. The
sensitivity of the resonance search is proportional to the
radiative fraction, so a cut in the minimum V0 momen-
tum that maximizes the ratio Nrad/

p
Ntot is optimal.

For the resonance (vertex) search, this occurs at 1.9GeV
(1.85GeV).
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FIG. 17. Di↵erential cross-section as a function of V0 mo-
mentum for di↵erent MC samples. Radiative tridents are pre-
sented by red markers, the WAB sample is represented by the
orange-colored histogram, the trident sample is shown by the
cyan histogram, and the blue histogram is the sum of WAB
and tridents.

Finally, a cut on the maximum V0 momentum re-
duces background from the cWABs, which extends be-
yond the beam energy. For both the resonance and ver-
tex searches, the maximum V0 momentum must be less
than 2.4GeV.
Figure 18 compares the data with the Monte Carlo

after all the above cuts. The data and MC are in broad
agreement, giving evidence that the sample composition
is understood. At lower V0 momentum, the data fall
below the MC, primarily because the trigger e�ciency
for low-energy clusters is not perfectly accounted for in
the Monte Carlo. Momentum resolution e↵ects, also not
perfectly accounted for, explain small data/Monte Carlo
discrepancies at the high edge of the distribution. The
invariant e+e� mass distribution for events passing these
final cuts is shown in Figure 19. The highlighted region
in green is the mass range where the resonance search
was performed. The mass range for the displaced vertex
search is discussed in Section V.
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layer. Good agreement between Monte Carlo and data
decay length distributions confirms our understanding of
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The following subsections review the data samples, de-
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tion, sample composition, and mass resolution for the
two analyses. The resonance search and displaced vertex
search sections that follow discuss the specifics of each
analysis in more detail.

A. Data Samples

The results presented here use data collected during
the 2016 Engineering Run, which operated on weekends
during February 20–April 25 of 2016. All data used for
analysis were collected at a beam energy of 2.30GeV
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were used to calibrate and align the ECal and SVT.
In addition to experimental data, the analysis pre-

sented here makes use of Monte Carlo simulation (MC)
to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
backgrounds simulated using EGS5 [24], predominantly
scattered single electrons, are overlaid on all samples,
distributed according to the time structure of the beam.
Simulation of generated samples uses GEANT4 [25] to
model interactions with the detector, after which the de-
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to understand some attributes of signal and background.
MadGraph[23] is used to generate samples of A0 signal at
a range of masses, as well as tridents, which include both
Bethe-Heitler and radiative tridents (which are kinemat-
ically identical to signal) and their interference term, and
converted WAB events. Monte Carlo of Møller scattering
events is also used to study the mass resolution. Beam
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Simulation of generated samples uses GEANT4 [25] to
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Gaussians is constrained to be the same for all peaks.
The optimum time interval is chosen to maximize the ra-
tio S/
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S +B where S is the integral of the central peak

in the given ±�t cut range, and S +B is the integral of
signal plus background.

F =

NpeakX

i=0

ai·(Gauss(x � µi,�1,i) + b · Gauss(x � µi,�2,i))

(3)
For the resonance (vertex) search, the absolute value
of the cluster time di↵erence must be less than 1.43 ns
(1.45 ns).
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FIG. 16. Top and bottom cluster time di↵erence, when the
cluster energy sum is in the range 1.9GeV to 2.4GeV. Bot-
tom figure is the same as the top with vertical axis adjusted
to show peaks in tails.

Figure 17 shows the di↵erential cross sections for the
various physics processes that contribute to the event
sample as a function of the V0 momentum. Radiative tri-
dents are labeled in red, the WAB sample in orange, the
trident sample in cyan, and the sum of WAB and tridents
in blue. Radiative tridents are peaked at high momenta,
whereas the full trident sample (which includes radiative
tridents and Bethe-Heitlers and their interference) and
WABs are broadly enhanced at lower momenta. The
sensitivity of the resonance search is proportional to the
radiative fraction, so a cut in the minimum V0 momen-
tum that maximizes the ratio Nrad/

p
Ntot is optimal.

For the resonance (vertex) search, this occurs at 1.9GeV
(1.85GeV).
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FIG. 17. Di↵erential cross-section as a function of V0 mo-
mentum for di↵erent MC samples. Radiative tridents are pre-
sented by red markers, the WAB sample is represented by the
orange-colored histogram, the trident sample is shown by the
cyan histogram, and the blue histogram is the sum of WAB
and tridents.

Finally, a cut on the maximum V0 momentum re-
duces background from the cWABs, which extends be-
yond the beam energy. For both the resonance and ver-
tex searches, the maximum V0 momentum must be less
than 2.4GeV.
Figure 18 compares the data with the Monte Carlo

after all the above cuts. The data and MC are in broad
agreement, giving evidence that the sample composition
is understood. At lower V0 momentum, the data fall
below the MC, primarily because the trigger e�ciency
for low-energy clusters is not perfectly accounted for in
the Monte Carlo. Momentum resolution e↵ects, also not
perfectly accounted for, explain small data/Monte Carlo
discrepancies at the high edge of the distribution. The
invariant e+e� mass distribution for events passing these
final cuts is shown in Figure 19. The highlighted region
in green is the mass range where the resonance search
was performed. The mass range for the displaced vertex
search is discussed in Section V.
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FIG. 19. The mass distribution after all event selection cuts
(described in the text). The highlighted area in green repre-
sents the range where the resonance search is performed.

D. Sample Composition and Fraction of Radiative
Rate

While the nominal A0 events are primarily at high x,
trident events cover the entire x range and have a higher
rate at low x. The HPS detector accepts ⇠ 0.5 < x < 1,
and although events with x < 0.8 are not useful for A0

searches, they provide a high statistics sample for cali-
brations and sample composition studies.

It can be shown that the expected signal cross-section
is [8]:

d�A0

dm

����
m=mA0

=
3⇡mA0✏2

2Ne↵↵

d��⇤

dm

����
m=mA0

(4)

The luminosity, detector acceptance, and e�ciency are
factored out from this equation and it is rearranged to
give an equation to calculate the upper limit on ✏2 via
an upper limit on the signal rate. Ne↵ is the ratio of the

sum of all branching ratios to the branching ratio of the
electron-positron decay channel, and is one for all masses
in this search. The di↵erential cross section d��⇤ is taken
at specifically the A0 mass, and the notation indicating
this will be dropped. This gives:

✏2 =
2↵Nup

sig

3⇡mA0
dN�⇤

dm

(5)

where Nup
sig is the upper limit on the number of signal

events observed in the data. Section IVA1 discusses in
detail how this upper limit is set. The focus of this sec-
tion is to present how the di↵erential rate dN�⇤/dm is
evaluated in the analysis.
The di↵erential �⇤ rate is only defined theoretically

and is not something that can be directly extracted from
the data. We start by defining the radiative fraction as:

frad =
dN�⇤

dm
dNbkg

dm

=
dN�⇤

dm
dNtri
dm + dNwab

dm

. (6)

where Ntri and Nwab are the number of trident and WAB
events, respectively.
Using this definition the equation for ✏2 can be rewrit-

ten as:

✏2 =
2↵Nup

sig

3⇡mA0frad.
dNbkg

dm

(7)

It is important to note that the di↵erential background
rate measured with the data is a function of the recon-
structed mass, while the di↵erential rate of �⇤ is a func-
tion of the true �⇤ mass. This means Equation (7) is
interpreted to have the true mass in the numerator and
the reconstructed mass in the denominator to minimize
systematic uncertainty from events migrating into other
mass bins due to resolution e↵ects. The di↵erential back-
ground rate is extracted directly via the fit described in
Section IVA1. The radiative fraction is constructed en-
tirely via Monte Carlo simulations, and since the signal
model is only sensitive to the peaking part of the signal,
only the contribution from reconstructed events that cor-
rectly match the radiative electrons, and not the recoil
electron, is used.
Figure 20 shows the radiative fraction versus invari-

ant mass for the resonance search selection. The corre-
sponding plot for the displaced vertex search is shown in
Section V.

E. Invariant Mass Resolution

Searching for a resonance peak on top of a large back-
ground requires accurate knowledge of its width. The
width of the expected A0 signal is dominated by the ex-
perimental resolution, so it is critical that the mass res-
olution is well understood. The mass resolution for ob-

• Data and Monte Carlo in broad agreement: evidence that sample composition 
is understood


• Residual discrepancies due to trigger modeling in simulation and resolution effects
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FIG. 20. The di↵erential rates in units of MeV�1 for all the
MC samples that go into the radiative fraction for the target-
constrained vertex fit used in the resonance search analysis.
The radiative component is a function of the true mass of
the MC generated �⇤ for the event. The WAB and Trident
components are a function of the invariant mass of the selected
V0 candidate. The bottom panel shows the radiative fraction.
The red line is the fifth order polynomial fit, and the dotted
line is the zeroth order polynomial fit.

served Møller events is compared to Monte Carlo simu-
lations, which are then tuned to get agreement. The ad-
justed Monte Carlo is then used to derive the expected
mass resolution for all masses of interest to the analyses.
These steps are detailed in this section.

The Monte Carlo is used to evaluate the mass res-
olution using simulations of A0 signal at several fixed
mass points. These generated signal events are processed
through the GEANT4 simulation chain with a full detec-
tor model. Since the natural width of the A0 is signifi-
cantly smaller than the detector resolution (by more than
a factor of 1000), the observed width of the signal shape
is determined solely by the mass resolution.

1. Using the Møller Resonance to Calibrate the MC Mass
Resolution

The Møller process e�e� ! e�e� provides a direct
measurement of the mass resolution since the center of
mass energy of a beam electron and an electron at rest
is equal to the invariant mass of the final state electrons
(called the Møller mass). A beam energy of 2.3GeV will
have a Møller mass of 48.5MeV. Just like the A0 pro-
cess, the observed width of the Møller invariant mass
is dominated by detector resolution. Furthermore, the
Møller and A0 final states both have particles of equal
mass which will multiple scatter in the detector material
essentially identically. The mass resolution for e+e� and
e�e� final states is expected to be equivalent at the same
invariant mass. Figure 21 shows the e�e� invariant mass
distributions of Møller events in the data (cyan) and MC
(blue). These histograms have been scaled to have the
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FIG. 21. Mass distribution of Møller events from data and
MC overlaid. Histograms are scaled to have the same maxi-
mum value. The cyan line represents data, while the blue line
represents MC.

same maximum bin value. Note the mass resolution in
data is about a factor of two worse than in MC.
The Møller mass can be written in terms of the mo-

menta of the final state particles (P1 and P2) and the an-
gle theta between them (✓), neglecting the mass squared
terms:

M = 2
p
P1P2 · sin ✓

2
. (8)

This formula demonstrates the source of the discrepancy
in the Møller mass resolutions in data and MC can be
modeled as discrepancies in the momentum resolution
and/or angular resolution.

2. Momentum Resolutions With Full Energy Electrons

Elastically scattered full beam energy electrons (FEEs)
provide an experimental check of the momentum scale
and resolution. Since the electron is so light compared
to a tungsten nucleus, it loses nearly zero energy in elas-
tic interactions. Consequently, elastically scattered beam
electrons are expected to appear as a single peak in the
electron momentum distribution. The width of this peak
is a measurement of the momentum resolution at the
beam energy. As it is natural to expect better momen-
tum resolution for 6 hit tracks compared to 5 hit tracks,
these resolutions are measured separately. The top and
bottom tracks are also separated because the two detec-
tor halves are not expected to have systematically identi-
cal misalignments. Figure 22 shows FEE peaks for 6 hit
negative tracks in the bottom half of the tracker, where
the cyan line is from data and the blue is MC. In this par-
ticular case, the data resolution is a factor of 1.6 times
worse than the MC resolution. Over all the categories,
the momentum resolution in data is worse than that in
MC by factors ranging from 1.3 to 1.6.
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FIG. 20. The di↵erential rates in units of MeV�1 for all the
MC samples that go into the radiative fraction for the target-
constrained vertex fit used in the resonance search analysis.
The radiative component is a function of the true mass of
the MC generated �⇤ for the event. The WAB and Trident
components are a function of the invariant mass of the selected
V0 candidate. The bottom panel shows the radiative fraction.
The red line is the fifth order polynomial fit, and the dotted
line is the zeroth order polynomial fit.

served Møller events is compared to Monte Carlo simu-
lations, which are then tuned to get agreement. The ad-
justed Monte Carlo is then used to derive the expected
mass resolution for all masses of interest to the analyses.
These steps are detailed in this section.

The Monte Carlo is used to evaluate the mass res-
olution using simulations of A0 signal at several fixed
mass points. These generated signal events are processed
through the GEANT4 simulation chain with a full detec-
tor model. Since the natural width of the A0 is signifi-
cantly smaller than the detector resolution (by more than
a factor of 1000), the observed width of the signal shape
is determined solely by the mass resolution.

1. Using the Møller Resonance to Calibrate the MC Mass
Resolution

The Møller process e�e� ! e�e� provides a direct
measurement of the mass resolution since the center of
mass energy of a beam electron and an electron at rest
is equal to the invariant mass of the final state electrons
(called the Møller mass). A beam energy of 2.3GeV will
have a Møller mass of 48.5MeV. Just like the A0 pro-
cess, the observed width of the Møller invariant mass
is dominated by detector resolution. Furthermore, the
Møller and A0 final states both have particles of equal
mass which will multiple scatter in the detector material
essentially identically. The mass resolution for e+e� and
e�e� final states is expected to be equivalent at the same
invariant mass. Figure 21 shows the e�e� invariant mass
distributions of Møller events in the data (cyan) and MC
(blue). These histograms have been scaled to have the
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FIG. 21. Mass distribution of Møller events from data and
MC overlaid. Histograms are scaled to have the same maxi-
mum value. The cyan line represents data, while the blue line
represents MC.

same maximum bin value. Note the mass resolution in
data is about a factor of two worse than in MC.
The Møller mass can be written in terms of the mo-

menta of the final state particles (P1 and P2) and the an-
gle theta between them (✓), neglecting the mass squared
terms:

M = 2
p
P1P2 · sin ✓

2
. (8)

This formula demonstrates the source of the discrepancy
in the Møller mass resolutions in data and MC can be
modeled as discrepancies in the momentum resolution
and/or angular resolution.

2. Momentum Resolutions With Full Energy Electrons

Elastically scattered full beam energy electrons (FEEs)
provide an experimental check of the momentum scale
and resolution. Since the electron is so light compared
to a tungsten nucleus, it loses nearly zero energy in elas-
tic interactions. Consequently, elastically scattered beam
electrons are expected to appear as a single peak in the
electron momentum distribution. The width of this peak
is a measurement of the momentum resolution at the
beam energy. As it is natural to expect better momen-
tum resolution for 6 hit tracks compared to 5 hit tracks,
these resolutions are measured separately. The top and
bottom tracks are also separated because the two detec-
tor halves are not expected to have systematically identi-
cal misalignments. Figure 22 shows FEE peaks for 6 hit
negative tracks in the bottom half of the tracker, where
the cyan line is from data and the blue is MC. In this par-
ticular case, the data resolution is a factor of 1.6 times
worse than the MC resolution. Over all the categories,
the momentum resolution in data is worse than that in
MC by factors ranging from 1.3 to 1.6.
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Adding additional momentum smearing can bring the
MC and data mass into agreement. The smearing coef-
ficients for each MC category (bot/top/5-hit/6-hit) are
parameterized by:

⌃smear ⌘ �smear

PMC
=

s✓
�data

µdata

◆2

�
✓
�MC

µMC

◆2

. (9)

where �smear is the factor by which an MC electron with
a given momentum (PMC) is smeared. The data and MC
FEE momentum resolutions are �data and �MC, respec-
tively. Finally, µdata and µMC are the mean values of the
FEE momentum peaks.

The MC tracks are then smeared with the appropriate
⌃, depending on the category. Figure 23 compares the
smeared MC momentum distribution in blue with data in
cyan. The mean of the MC distribution has been shifted
slightly so that the peaks overlap for ease of comparison.
The matching between MC and data for other categories
is comparable. In all cases, there is good agreement be-
tween data and the smeared MC distributions. Accord-
ingly, smearing is applied to all the tracks from the Møller
and A0 MC samples.
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FIG. 22. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the un-smeared MC.

3. Recalculated Mass after MC Momentum Smearing

The Møller mass is recalculated using the smeared
electron momenta. The mass taking into account the
smeared momenta can be expressed in terms of the un-
smeared mass, using Equation (10).

M(ee)smear =

s
P1,smear

P1,rec

P2,smear

P2,rec
· M(ee) (10)

Here, M(ee)smear is the smeared mass, P1,smear

(P2,smear) is the smeared momentum of 1st (2nd) particle,
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FIG. 23. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the smeared MC momentum.

P1,rec (P2,rec) is the reconstructed (unsmeared) momen-
tum of the 1st (2nd) particle, M(ee) is the unsmeared
target constrained mass. The momentum resolution dis-
crepancy between data and MC is assumed to be inde-
pendent of momentum. This is expected since �(p)/p is
nearly constant over all momentum, being multiple scat-
tering dominated.
After smearing the mass with Equation (10), the

smeared mass of Møller events shown in Figure 24 (blue)
is obtained. Incorporating smearing, the mass resolution
discrepancy is reduced from about a factor of 2 to about
6%, which indicates that momentum resolution accounts
for nearly all the mass resolution discrepancy between
MC and data.
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FIG. 24. Smeared mass distribution of Møller MC events
(blue), and Møller events in data (cyan)

4. Parametrizing the A0 Mass Resolution

We study the expected mass resolution for A0s of var-
ious masses using a collection of A0 samples with masses

• With the incorporation of momentum 
smearing, residual MC/Data mass resolution 
discrepancy of ~6%

ø
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Adding additional momentum smearing can bring the
MC and data mass into agreement. The smearing coef-
ficients for each MC category (bot/top/5-hit/6-hit) are
parameterized by:

⌃smear ⌘ �smear

PMC
=

s✓
�data

µdata

◆2

�
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�MC
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◆2

. (9)

where �smear is the factor by which an MC electron with
a given momentum (PMC) is smeared. The data and MC
FEE momentum resolutions are �data and �MC, respec-
tively. Finally, µdata and µMC are the mean values of the
FEE momentum peaks.

The MC tracks are then smeared with the appropriate
⌃, depending on the category. Figure 23 compares the
smeared MC momentum distribution in blue with data in
cyan. The mean of the MC distribution has been shifted
slightly so that the peaks overlap for ease of comparison.
The matching between MC and data for other categories
is comparable. In all cases, there is good agreement be-
tween data and the smeared MC distributions. Accord-
ingly, smearing is applied to all the tracks from the Møller
and A0 MC samples.
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FIG. 22. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the un-smeared MC.

3. Recalculated Mass after MC Momentum Smearing

The Møller mass is recalculated using the smeared
electron momenta. The mass taking into account the
smeared momenta can be expressed in terms of the un-
smeared mass, using Equation (10).

M(ee)smear =

s
P1,smear

P1,rec

P2,smear

P2,rec
· M(ee) (10)

Here, M(ee)smear is the smeared mass, P1,smear

(P2,smear) is the smeared momentum of 1st (2nd) particle,
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FIG. 23. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the smeared MC momentum.

P1,rec (P2,rec) is the reconstructed (unsmeared) momen-
tum of the 1st (2nd) particle, M(ee) is the unsmeared
target constrained mass. The momentum resolution dis-
crepancy between data and MC is assumed to be inde-
pendent of momentum. This is expected since �(p)/p is
nearly constant over all momentum, being multiple scat-
tering dominated.
After smearing the mass with Equation (10), the

smeared mass of Møller events shown in Figure 24 (blue)
is obtained. Incorporating smearing, the mass resolution
discrepancy is reduced from about a factor of 2 to about
6%, which indicates that momentum resolution accounts
for nearly all the mass resolution discrepancy between
MC and data.
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FIG. 24. Smeared mass distribution of Møller MC events
(blue), and Møller events in data (cyan)

4. Parametrizing the A0 Mass Resolution

We study the expected mass resolution for A0s of var-
ious masses using a collection of A0 samples with masses



Resonance Search - Bump Hunt

• From FEE and Møllers


• Computed for various  and 
interpolated

mA′￼

• The search procedure is 
performed at a fixed  mass 
hypothesis and is repeated over 
the a  mass range


• Sensitivity depends on the “local” 
mass resolution : 
- Guide the choice of the window 
size in the spectrum scan  
- Construct a signal shape for 
the statistical fit

A′￼

m(e+e−)

σm

15

0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
 M(ee) [GeV]

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

 [G
eV

]
σ 

TC Moeller: Data

TC Moeller: MC non-smeared

UC A' mass smeared

TC Moeller: MC smeared

TC A' mass smeared

FIG. 25. Mass resolutions. Filled (empty) star markers represent the unsmeared (smeared) target constrained MC Møller mass
resolution. Diamond-shaped markers show the target constrained Møller mass resolution from data. Filled squares show the
smeared target constrained A0 mass resolutions, while the filled triangles represent UC A0 mass resolutions. The solid curve in
red is the fit over target constrained A0 mass resolutions.

ranging from 40MeV to 175MeV, with the momenta of
the e� and e+ tracks smeared with the procedure de-
scribed above. The smeared mass distributions of all the
A0 MC samples are fit with a Gaussian function to obtain
the mass resolutions. These smeared A0 mass resolutions

and the Møller mass resolutions are shown in Figure 25.
The vertical axis shows the mass resolution, and the hor-
izontal axis represents the mean value, the mass, of the
Gaussian fit.

The filled (empty) star markers represent unsmeared
(smeared) TC MCMøller mass resolution. The diamond-
shaped marker shows the TCMøller mass resolution from
data. Blue filled squares represent smeared TC A0 mass
resolutions for di↵erent masses, while black triangles rep-
resent UC A0 mass resolutions. These smeared points are
fit with an O(4) polynomial function, which is used to
parameterize the mass resolution as a function of mass.
Only the fit of the TC A0 smeared mass resolutions is
shown, the solid red curve.

IV. RESONANCE SEARCH

This section describes the resonance search analysis.
Event selection has been described above in Section III C.
There the invariant e+e� mass distribution for events
passing these final cuts was shown in Figure 19. The re-
gion highlighted in green is the mass range where the res-
onance search was performed. Below we describe the res-
onance search technique, systematic uncertainties, and
final physics results. All Monte Carlo momenta and
masses used in this section are smeared according to the
procedure described in Section III E 2.

A. Statistical Analysis

If an A0 exists within the acceptance of HPS, it will
manifest itself as an excess in the e+e� invariant mass
spectrum (a “bump”). The excess is expected to take
the form of a Gaussian centered at the mass of the A0

(mA0) with a width equal to the mass resolution for that
point as discussed in Section III E.
However, since the mass of the A0 is not known, it is

necessary to search for it at all possible masses. To do
this, HPS employs a resonance search over a mass range
of 39MeV to 179MeV, in steps of 1MeV, using a maxi-
mum likelihood fit ratio to test the background-only hy-
pothesis at each mass hypothesis. The full methodology
of this process is discussed in detail in this section.

1. Resonance Search Methodology

First, a fit window is selected centered on each mass
hypothesis. The width of this window is chosen care-
fully so as not to introduce a bias in the signal yield and
to minimize the signal yield uncertainty due to the back-
ground shape uncertainty. An exception occurs when the
mass hypothesis is near the edge of the invariant mass

HPS 2016
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FIG. 19. The mass distribution after all event selection cuts
(described in the text). The highlighted area in green repre-
sents the range where the resonance search is performed.

D. Sample Composition and Fraction of Radiative
Rate

While the nominal A0 events are primarily at high x,
trident events cover the entire x range and have a higher
rate at low x. The HPS detector accepts ⇠ 0.5 < x < 1,
and although events with x < 0.8 are not useful for A0

searches, they provide a high statistics sample for cali-
brations and sample composition studies.

It can be shown that the expected signal cross-section
is [8]:

d�A0

dm

����
m=mA0

=
3⇡mA0✏2

2Ne↵↵

d��⇤

dm

����
m=mA0

(4)

The luminosity, detector acceptance, and e�ciency are
factored out from this equation and it is rearranged to
give an equation to calculate the upper limit on ✏2 via
an upper limit on the signal rate. Ne↵ is the ratio of the

sum of all branching ratios to the branching ratio of the
electron-positron decay channel, and is one for all masses
in this search. The di↵erential cross section d��⇤ is taken
at specifically the A0 mass, and the notation indicating
this will be dropped. This gives:

✏2 =
2↵Nup

sig

3⇡mA0
dN�⇤

dm

(5)

where Nup
sig is the upper limit on the number of signal

events observed in the data. Section IVA1 discusses in
detail how this upper limit is set. The focus of this sec-
tion is to present how the di↵erential rate dN�⇤/dm is
evaluated in the analysis.
The di↵erential �⇤ rate is only defined theoretically

and is not something that can be directly extracted from
the data. We start by defining the radiative fraction as:

frad =
dN�⇤

dm
dNbkg

dm

=
dN�⇤

dm
dNtri
dm + dNwab

dm

. (6)

where Ntri and Nwab are the number of trident and WAB
events, respectively.
Using this definition the equation for ✏2 can be rewrit-

ten as:

✏2 =
2↵Nup

sig

3⇡mA0frad.
dNbkg

dm

(7)

It is important to note that the di↵erential background
rate measured with the data is a function of the recon-
structed mass, while the di↵erential rate of �⇤ is a func-
tion of the true �⇤ mass. This means Equation (7) is
interpreted to have the true mass in the numerator and
the reconstructed mass in the denominator to minimize
systematic uncertainty from events migrating into other
mass bins due to resolution e↵ects. The di↵erential back-
ground rate is extracted directly via the fit described in
Section IVA1. The radiative fraction is constructed en-
tirely via Monte Carlo simulations, and since the signal
model is only sensitive to the peaking part of the signal,
only the contribution from reconstructed events that cor-
rectly match the radiative electrons, and not the recoil
electron, is used.
Figure 20 shows the radiative fraction versus invari-

ant mass for the resonance search selection. The corre-
sponding plot for the displaced vertex search is shown in
Section V.

E. Invariant Mass Resolution

Searching for a resonance peak on top of a large back-
ground requires accurate knowledge of its width. The
width of the expected A0 signal is dominated by the ex-
perimental resolution, so it is critical that the mass res-
olution is well understood. The mass resolution for ob-

Range of bump hunt search
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Resonance search - Results

• The analysis of the 2016 dataset has been 
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• No signal observed
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• Results in agreement with other experiments
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compare a hypothesis at some fixed signal rate to the
maximum likelihood estimate of the signal rate or the
background-only hypothesis, so we define:

�̃(µ) =

8
<

:

L(µ,✓̂µ)

L(µ̂,✓̂µ̂)
µ̂ � 0

L(µ,✓̂µ)

L(0,✓̂0)
µ̂ < 0

(16)

We then construct a maximally powerful test statistic:

q̃µ =

(
�2 ln �̃(µ) µ̂  µ

+2 ln �̃(µ) µ̂ > µ
(17)

We expect this test statistic to be Gaussian distributed in
the asymptotic limit as is discussed in [31]. We can then
write the probability that the data agree with a signal
hypothesis of µ as:

pµ =

8
><

>:

1 � �(�
p

�q̃µ) q̃µ < 0

1 � �(
p

q̃µ) 0  q̃µ  µ2/�2

1 � �( q̃µ+µ2/�2

2µ/� ) µ2/�2 < q̃µ

(18)

where � is again the Gaussian CDF. We then write the
probability that the data agree with the hypothesis of a
signal rate of µ, as is prescribed in [33]:

pb =

8
><

>:

�(�
p

�q̃µ � µ/�) q̃µ < 0

�(
p

q̃µ � µ/�) 0  q̃µ  µ2/�2

�( q̃µ�µ2/�2

2µ/� ) µ2/�2 < q̃µ

(19)

We then continue to follow the prescription from [33] and
define:

CLs(µ) =
pµ

1 � pb
(20)

The upper limit on the signal rate is chosen to be the
particular µ such that CLs(N

up
sig) = 0.05.

B. Systematic Uncertainties

There are two categories of uncertainties in this analy-
sis: the uncertainty of our estimate of the mass resolution
and that in estimating the radiative fraction. The two
main contributors to the mass resolution uncertainty are
our understanding of the target position and the momen-
tum resolution of the apparatus. We estimate the uncer-
tainty due to the mass resolution by varying the smear-
ing coe�cients extracted to replicate the mass resolution
observed at the Møller mass according to their statisti-
cal uncertainties. We simulate the experiment with the
target position at ±0.5mm and compare the resulting
mass distributions. We then add the two uncertainties in
quadrature at each mass independently and choose the
largest uncertainty across the entire spectrum, which is
3.4%. We account for this uncertainty by performing the

final fit to the data 10,000 times while varying the sig-
nal shape width by this amount and selecting the 84%
quantile of the results.
The uncertainty of the radiative fraction has two con-

tributions, from mismodeling the detector in MC and
from uncertainties in the cross-sections used to scale the
rate of each of the components of the radiative fraction.
E�ciencies, momentum resolution, and acceptance of the
final selection were varied in MC simulations to study
the detector mismodeling uncertainty contribution. It
was found that these e↵ects introduce an uncertainty
less than 1% on the radiative fraction. The first com-
ponent of uncertainty from cross-section scaling is from
the uncertainty in their evaluation by MadGraph, which
we evaluated to be roughly 7% in total. The last com-
ponent of uncertainty comes from our modeling of the
rate of accidental track coincidences. After adding this
in quadrature with the uncertainty from our evaluation of
cross-sections the total uncertainty on the radiative frac-
tion is determined to be at most 7.4%. This is accounted
for by simply scaling the radiative fraction down by this
amount.

C. Results

We calculated p-values in the mass range m((e+e�) 2
(39MeV � 179MeV) with the method described in Sec-
tion IVA1. Our search for a resonance failed to reject
the null hypothesis at every searched mass point. The
smallest local p-value = 6.38 ⇥ 10�3 is observed for the
massm((e+e�) = 94MeV. After accounting for the look-
elsewhere e↵ect [32], the global p-value (Figure 26) cor-
responds to about 1�. Figure 26 shows the p-values for
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FIG. 26. The local p-values produced by a resonance search
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the searched mass hypotheses. For each mass hypothesis,
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VI. SUMMARY

This paper has presented the HPS results from its
2.3GeV 2016 engineering run. Evidence for heavy pho-
tons was searched for with both resonance search and
vertex search techniques. Our previous resonance search
results, from the 1.06GeV 2015 engineering run, have
been updated to use a more modern statistical approach.
The 2016 data have extended the coverage in heavy pho-
ton mass to 180MeV in the resonance search, and exclude
canonical A0 production over the mass range 40–180MeV
down to the level of ✏2 = 10�5 as shown in Figure 44.

The resonance search result confirms the results of pre-
vious searches but does not extend their sensitivity. The
vertex search, reported here for the first time, explores
A0 masses in the range 60–150MeV/c2 for ✏2 in the re-
gion 10�8 to 10�10. This is virgin parameter space, so
far unexplored by other experiments, which is preferred
territory for models assuming thermal production of hid-
den sector dark matter during the Big Bang. Being
statistically limited, the present search does not reach
the sensitivity needed to see canonical A0 production in
this region, but it does, at its point of optimal sensitiv-
ity, exclude production of long-lived e+e� pairs with 7.9
times the expected heavy photon cross-section and has
a↵orded a first sensitive search for e+e� secondary ver-
tices in electro-production at low energy. At its peak
sensitivity in mass and ✏2, the experiment would have
expected to see 0.5 A0 events, so it is approaching the
sensitivity needed for a canonical A0 search. Over much
of the range in A0 mass, backgrounds were controlled to a

level that should allow future vertex searches, with signif-
icantly greater luminosity, to explore interesting regions
of parameter space. HPS data runs in 2019 and 2021 have
acquired this needed luminosity, and we project sensitiv-
ity to canonical A0 production over a range of mass and
✏2 parameters when those data are fully analyzed.
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Displaced Vertex Search

• Two main backgrounds at very displaced vertices: 
- Large scattering angles on first layers 
- Mis-associated hits biasing track fits

• Targeting small  by searching for  that decay farther downstream wrt target (1-10cm)

• Two categories to maximize signal acceptance: L1L1 and L1L2

ϵ2 A′￼
21

FIG. 31. A geometric picture of the isolation cut comparing
the distance between the nearest hit away from the beam �iso
and the longitudinal impact parameter of the track y0. The
correct track is in blue and the incorrect track found by the
tracking algorithm is in dashed purple. This can result in a
falsely reconstructed vertex downstream of the target.

FIG. 32. Prompt background that falsely reconstructs at a
large z due to an e� particle with a large scatter away from
the beam plane in L1 of the SVT. The corresponding e+ does
not have a large scatter and the track points back near the
primary. A cut on the impact parameter can eliminate such
backgrounds.

tracks, such backgrounds can be eliminated. This con-
cept is illustrated in Figure 32. The impact parameters
for signal display correlated bands in the y0–z space, av-
erage y0 increasing as z does. This correlation is approxi-
mately linear for the masses of interest in this analysis, so
the cut depends linearly on z. Since larger mass A0s have
larger decay angles on average, they will also have larger
impact parameters. Thus, the cut is also parameterized
as a function of mass. Both the electron and positron
are required to satisfy the impact parameter condition.
Before imposing the cut, the y position of the beam is
corrected for changing beam conditions.

4. Removing Tracks with Shared Hits and Selecting Single
V0s

The last step is to remove both tracks with shared
hits and events with multiple V0 particles. In the re-
construction, tracks are allowed to share hits with other
tracks, and these shared hits can be from hits from an-
other particle. There is evidence in both data and MC
that tracks with shared hits may produce high z back-
ground events. To eliminate this possibility, tracks that
share any hits with any other track are eliminated. The
final requirement is that each event must have exactly
one V0 candidate that passes all previous cuts. This
will prevent there being multiple candidate vertices in an
event, which is extremely unlikely a priori.
The complete cut flow for all background reduction

cuts for the L1L1 (L1L2) category is shown in Figure 33
(Figure 35). The resulting reconstructed z vs. mass for
events in the L1L1 (L1L2) category is shown in Figure 34
(Figure 36). Note that no mass bins in either plot show
significant concentrations of events beyond the zcut. Fur-
ther note the nearly complete absence of any events at
large decay lengths, beyond 50 mm for L1L1 and out to
75mm for L1L2, although there is acceptance in these
regions.
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FIG. 33. Top: The cut flow for data in the L1L1 category.
Bottom: The cut flow for 80MeV displaced A0 MC in the
L1L1 category.
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full energy electrons (i.e. electrons that scatter elastically
o↵ the nucleus of the tungsten target) whereas positron
tracks have no such requirement. The unconstrained ver-
tex fit is required to have �2 < 10 to reduce e+e� pairs
that are inconsistent with originating from a single decay
vertex.

The final set of cuts, described in the next section, is
imposed to separate the prompt background that falsely
reconstructs downstream of the target from true long-
lived particles. These cuts are aimed at eliminating
nearly all backgrounds arising from prompt sources, leav-
ing a clean signal region beyond the zcut.

B. Reducing High z Backgrounds

To reduce prompt backgrounds that reconstruct at
large z, the so-called “high z background”, additional
cuts beyond the event selection cuts described above
must be employed. Most of the high z background re-
sults from a prompt track scattering in layers 1 or 2 of
the tracker (both the active and inactive detector mate-
rial) or from mis-reconstructed tracks. There are several
handles that can be used to distinguish between a true
displaced vertex and a high z background. In general,
a true displaced vertex will have a good vertex �2; will
project back to the beam spot; and will be comprised of
tracks that each have large vertical impact parameters.
These conditions are rarely true for high z backgrounds.
In addition, to guard against high z backgrounds due to
mis-tracking, the so-called “isolation cut”, described be-
low, is implemented. All these cuts have been designed
to eliminate most high z background events while having
minimal impact on the e�ciency to detect the A0 signal.
They were tuned using a 10% sample of the data.

An A0 with a relatively short decay length will have
L1 hits for both daughter particles, whereas an A0 with
a longer decay length may have one or both of these par-
ticles miss L1 due to geometrical acceptance e↵ects as
shown in Figure 29. For prompt processes, two e↵ects
may cause particles to “miss” the first layer. First, hit
detection ine�ciencies in L1 may cause particles to be
undetected even though the particle traverses the active
sensor plane. Second, particles from the target can in-
teract with or convert in the inactive material in L1, re-
sulting in no L1 hit, but scatter into the acceptance of
the downstream layers and be detected. These e↵ects are
illustrated in Figure 30. Consequently, the analysis is di-
vided into several mutually exclusive categories based on
which layer has the first hit for each of the two daugh-
ter particles. If both particles have an L1 hit, the event
is placed in the so-called “L1L1” category. If exactly
one particle hits L1 and the other particle misses L1 but
hits L2, the event is placed in the “L1L2” category. If
both particles miss L1 but have their first hits in layer
2, the event is placed in the “L2L2” category. These are
the only three possible categories since the tracking al-
gorithm requires at least 5 hits on a track in the 6 layer

FIG. 29. Top: A schematic of a relatively short A0 de-
cay length in which both daughter particles have a layer 1
hit. This is referred to as the “L1L1” category. Bottom: A
schematic of a relatively long A0 decay length in which one
of the daughter particles misses layer 1 (but hits L2) and the
other daughter particle hits layer 1. This is referred to as the
“L1L2” category.

SVT. For the purposes of this analysis, only the L1L1
and L1L2 categories are used. The probability of A0s
populating the L2L2 category requires such long lifetimes
and correspondingly low rates that much more luminos-
ity is required to see them. The L2L2 category will add
significance to future analyses that incorporate detector
upgrades and have improved luminosity.
The L1L1 and L1L2 categories are analyzed separately

for several reasons. First, the vertex position resolution
is highly dependent on which layer is hit first. The closer
the first hit is to the target, the better the vertex position
resolution. Second, the nature of the backgrounds varies
in the di↵erent categories. Int he L1L1 category high z
backgrounds are typically due to mis-tracking and multi-
ple scattering in the active region of L1 sensors, whereas
backgrounds in the L1L2 and L2L2 categories are typi-
cally due to hit ine�ciency e↵ects, multiple scattering in
both active and inactive regions of L1, converted WABs,
mis-tracking, and even trident production in L1.
The following cuts are implemented for both L1L1 and

L1L2 to reduce the high z backgrounds.
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cay length in which both daughter particles have a layer 1
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schematic of a relatively long A0 decay length in which one
of the daughter particles misses layer 1 (but hits L2) and the
other daughter particle hits layer 1. This is referred to as the
“L1L2” category.

SVT. For the purposes of this analysis, only the L1L1
and L1L2 categories are used. The probability of A0s
populating the L2L2 category requires such long lifetimes
and correspondingly low rates that much more luminos-
ity is required to see them. The L2L2 category will add
significance to future analyses that incorporate detector
upgrades and have improved luminosity.
The L1L1 and L1L2 categories are analyzed separately

for several reasons. First, the vertex position resolution
is highly dependent on which layer is hit first. The closer
the first hit is to the target, the better the vertex position
resolution. Second, the nature of the backgrounds varies
in the di↵erent categories. Int he L1L1 category high z
backgrounds are typically due to mis-tracking and multi-
ple scattering in the active region of L1 sensors, whereas
backgrounds in the L1L2 and L2L2 categories are typi-
cally due to hit ine�ciency e↵ects, multiple scattering in
both active and inactive regions of L1, converted WABs,
mis-tracking, and even trident production in L1.
The following cuts are implemented for both L1L1 and

L1L2 to reduce the high z backgrounds.
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Displaced Vertex Search - Event Selection

• Background largely dominated by prompt decay vertex reconstruction resolution, scattering, 
tracking errors


• Tracking requirements driven by the signal topology are employed to reduce background and 
are successful in reducing the high-z tail

21

FIG. 31. A geometric picture of the isolation cut comparing
the distance between the nearest hit away from the beam �iso
and the longitudinal impact parameter of the track y0. The
correct track is in blue and the incorrect track found by the
tracking algorithm is in dashed purple. This can result in a
falsely reconstructed vertex downstream of the target.

FIG. 32. Prompt background that falsely reconstructs at a
large z due to an e� particle with a large scatter away from
the beam plane in L1 of the SVT. The corresponding e+ does
not have a large scatter and the track points back near the
primary. A cut on the impact parameter can eliminate such
backgrounds.

tracks, such backgrounds can be eliminated. This con-
cept is illustrated in Figure 32. The impact parameters
for signal display correlated bands in the y0–z space, av-
erage y0 increasing as z does. This correlation is approxi-
mately linear for the masses of interest in this analysis, so
the cut depends linearly on z. Since larger mass A0s have
larger decay angles on average, they will also have larger
impact parameters. Thus, the cut is also parameterized
as a function of mass. Both the electron and positron
are required to satisfy the impact parameter condition.
Before imposing the cut, the y position of the beam is
corrected for changing beam conditions.

4. Removing Tracks with Shared Hits and Selecting Single
V0s

The last step is to remove both tracks with shared
hits and events with multiple V0 particles. In the re-
construction, tracks are allowed to share hits with other
tracks, and these shared hits can be from hits from an-
other particle. There is evidence in both data and MC
that tracks with shared hits may produce high z back-
ground events. To eliminate this possibility, tracks that
share any hits with any other track are eliminated. The
final requirement is that each event must have exactly
one V0 candidate that passes all previous cuts. This
will prevent there being multiple candidate vertices in an
event, which is extremely unlikely a priori.
The complete cut flow for all background reduction

cuts for the L1L1 (L1L2) category is shown in Figure 33
(Figure 35). The resulting reconstructed z vs. mass for
events in the L1L1 (L1L2) category is shown in Figure 34
(Figure 36). Note that no mass bins in either plot show
significant concentrations of events beyond the zcut. Fur-
ther note the nearly complete absence of any events at
large decay lengths, beyond 50 mm for L1L1 and out to
75mm for L1L2, although there is acceptance in these
regions.
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FIG. 33. Top: The cut flow for data in the L1L1 category.
Bottom: The cut flow for 80MeV displaced A0 MC in the
L1L1 category.
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FIG. 33. Top: The cut flow for data in the L1L1 category.
Bottom: The cut flow for 80MeV displaced A0 MC in the
L1L1 category.
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Displaced Vertex Search - Signal Region

• Analysis structured to define a signal 
region with “no-background“


• Reconstructed vertex  location vs 
 distribution is sliced in 

overlapping bins

z
m(e+e−)
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Displaced Vertex Search - Signal Region

• Analysis structured to define a signal region with “no-
background“


• Reconstructed vertex  location vs  distribution 
is sliced in overlapping bins


• 1D vertex  location is fit with Gaussian core + exp tails. 


• Signal region defined by vertices with 

z m(e+e−)

z
z ≥ zcut
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De3ning Z Cut

 Determine downstream z position cut that removes almost all 

prompt background

 Reconstructed Vertex Mass distribution (Bottom) sliced into 

overlapping bins (Top) and ;t to Gaussian core + exponential tail

 For each mass slice, Zcut deAned as z value beyond which 

background At predicts 0.5 background events

 Zcut for each mass slice ;t to polynomial
● Represented on bottom right plot as black/red lines

A reliable Zcut for reach estimate is determined by ;tting to 100% 

of data (MC stats too low to ;t tails)

parameter b is the number of standard deviations from 
the mean that the fit function changes from a Gaussian 

to an exponential tail

Event rate at 
reconstructed z 
for mass slice 
of data 

Final Selection Data 
uses more complete 
set of Tight Cuts than 
in Reach Estimate

Zcut

Matthew Solt, SLAC

Matthew Solt, SLAC

0.5 = ∫
∞

zcut

F(z)dz
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Displaced Vertex Search - Results

• Expected  signal rate computed past 
 ~ 0.5 events for 2016

A′￼

zcut

• Used Optimum Interval Method (OIM) to 
set an upper limit on  from expected 
rate


• Common procedure employed when the 
source of background is unknown

ϵ2

https://arxiv.org/pdf/physics/0203002.pdf
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FIG. 39. Top: The expected detected A0 yield in the L1L1
category versus mass and epsilon. Bottom: The expected de-
tected A0 yield in the L1L2 category versus mass and epsilon.
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FIG. 40. The expected detected A0 yield for the combination
of both L1L1 and L1L2 categories versus mass and epsilon.

E. Systematic Uncertainties

Systematic Description L1L1 Value L1L2 Value

e+e� Composition ⇠7%
Mass Resolution ⇠3%
Analysis Cuts ⇠8% ⇠13%
A0 E�ciency ⇠5%

Total in Quadrature 12% 16%

Target position ⇠5-10% (m/✏ dep)

TABLE I. A summary of systematic uncertainties that impact
the final result of the displaced vertex search. Where there
is a single number the systematic e↵ect is the same for L1L1
and L1L2.

The systematic uncertainties from the experiment and
the displaced vertex analysis have been quantified for
both the L1L1 and L1L2 samples and are summarized
in Table I. These sources of uncertainties are described
below.
A source of systematic uncertainty that is shared with

the resonance search is the uncertainty in the e+e� com-
position that is expressed in the error of the radiative
fraction. See Section IVB for details.
An underestimate of the mass resolution would result

in signal leaking out of a mass bin. Thus, uncertainty in
the mass resolution is a source of systematic uncertainty.
As described in Section III E, we obtain the mass reso-
lution as a function of A0 mass using A0 MC which has
the e+ and e� momenta smeared by the data/MC ratio
of FEE resolutions. As a cross-check, we do the same
for Møller MC and compare that to the resolution seen
in Møller data. The Møller comparison gives very good
agreement between data and MC, with the data having
only a 5% higher resolution compared to MC. We use this
5% seen in the Møller samples to estimate a systematic
on the number of signal events due to the mass cut and
find that it is ⇠ 3%.
There are systematic uncertainties associated with the

analysis cuts, particularly the cuts to reduce high-z back-
ground (see Section Section VB). Recall that we use the
radiative fraction to normalize the rates at event selection
level while the relative e�ciency from going from event
selection to the final selection is accounted for using A0

MC. There are small di↵erences in the MC and data e�-
ciencies of the final cuts and these have to be accounted
for as systematic scaling errors.
To do this, we calculate the e�ciencies of each cut,

with all other cuts applied, for data and trident MC
events and take the ratio as the relative scaling that must
be applied to the final limits. There are only four cate-
gories of cuts to consider: the V0 projection to the target,
the isolation cuts, the impact parameter cuts, and the
shared hits cuts. The results of this study give the prod-
uct of the e�ciency ratios (data/MC) for L1L1 (⇠ 0.92)
and L1L2 (⇠ 0.88). The inverse of these ratios is applied
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FIG. 43. The limit from the Optimum Interval Method for
the combination of both L1L1 and L1L2 categories for the full
dataset.

VI. SUMMARY

This paper has presented the HPS results from its
2.3GeV 2016 engineering run. Evidence for heavy pho-
tons was searched for with both resonance search and
vertex search techniques. Our previous resonance search
results, from the 1.06GeV 2015 engineering run, have
been updated to use a more modern statistical approach.
The 2016 data have extended the coverage in heavy pho-
ton mass to 180MeV in the resonance search, and exclude
canonical A0 production over the mass range 40–180MeV
down to the level of ✏2 = 10�5 as shown in Figure 44.

The resonance search result confirms the results of pre-
vious searches but does not extend their sensitivity. The
vertex search, reported here for the first time, explores
A0 masses in the range 60–150MeV/c2 for ✏2 in the re-
gion 10�8 to 10�10. This is virgin parameter space, so
far unexplored by other experiments, which is preferred
territory for models assuming thermal production of hid-
den sector dark matter during the Big Bang. Being
statistically limited, the present search does not reach
the sensitivity needed to see canonical A0 production in
this region, but it does, at its point of optimal sensitiv-
ity, exclude production of long-lived e+e� pairs with 7.9
times the expected heavy photon cross-section and has
a↵orded a first sensitive search for e+e� secondary ver-
tices in electro-production at low energy. At its peak
sensitivity in mass and ✏2, the experiment would have
expected to see 0.5 A0 events, so it is approaching the
sensitivity needed for a canonical A0 search. Over much
of the range in A0 mass, backgrounds were controlled to a

level that should allow future vertex searches, with signif-
icantly greater luminosity, to explore interesting regions
of parameter space. HPS data runs in 2019 and 2021 have
acquired this needed luminosity, and we project sensitiv-
ity to canonical A0 production over a range of mass and
✏2 parameters when those data are fully analyzed.
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FIG. 44. The exclusion of dark photon parameter space by
this analysis and statistical recasting of our 2015 result. Exist-
ing limits from beam dump [35–43], collider [44–49] and fixed
target experiments [50–53] are also shown. The region labeled
“ae” is an exclusion based on the electron g� 2 [54–57] . The
green band labeled “aµ±2�” represents the region that an A0

can be used to explain the discrepancy between the measured
and calculated muon anomalous magnetic moment [58, 59].
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2019 and 2021 Data Run
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The 2019 and 2021 datasets

• HPS took 2 additional data runs in 2019 
and 2021:

• 2019:  @ 100nA 

for a  

• 2021:  

-  @ 168  

-  for Møllers

• Upgrades done to improve sensitivity to 

long lived dark photons:

• First layers of the SVT moved closer to 

the beam plane: increase acceptance 
to low mass dark photons


• Additional thin layer to the SVT: 
improved vertex resolution and 
reconstruction efficiency


• Implemented positron only trigger 
using a hodoscope: allow recover of 
sensitivity due to ECAL hole

Ebeam = 4.55 GeV
Lint = 128 pb−1

Ebeam = 3.74 GeV pb−1

Ebeam = 1.94GeV
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2016 HPS Front 

  

36

 To increase acceptance and vertex resolution in 2019, added new 

SVT “Layer 0” Modules, increasing measurement layers from 6 to 7
 New layer uses “slim-edge” sensors (200Bm thickness) 

● Reduced inactive sensor region (250Bm from beam)  
● Allows sensor placement 5cm upstream of target (half of 

previous L1)
 MC shows factor ~2 improvement in vertex resolution expected 

Layer 0 Upgrade



Detector performance - Vertexing
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• Preliminary studies show that HPS reconstruction is able to achieve 
simulated design performance
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Future prospects

• New reach estimates for analysis using full detector simulation show clear reach in the 
thermal relic target band in the parameter space

32



Sensitivity to Strongly Interacting Massive Particles
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Strongly Interacting Massive Particles (SIMPs)

• Assume QCD-like strongly-coupled hidden sector (HS) neutral under SM forces


• HS contains dark pions  and heavier dark vector mesons  analogous to SM

• Visible 2-body and 3-body decays expected

• Model can predict thermal relic abundance

(πD) (Vd)

missing energy

prompt displaced

Fixed target experiments well suited to detect 

long-lived  resonant decay to two leptonsVD
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Strongly interacting Dark Matter

• HPS performed SIMP reach estimates for the 2016 run (red) and combined runs 2016-2021 (Blue)

• Mass ratios are fixed to  and =0.01

• Assume only 2-body decays are visible (conservative)


• Two benchmark cases minimum and maximum 

• HPS has unique sensitivity to thermal targets for both benchmarks

mA′￼/mπ = 3, mV /mπ = 1.8 αD

BR(A′￼→ πDVD)

35
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Conclusions

• Thermal relic dark matter in the sub-GeV range is motivating a worldwide 
search program for dark photons


• HPS experiment has been designed to search for dark photons with 
masses and couplings of particular interest for thermal relic dark matter.


• HPS successfully took and completed the analysis of 2 engineering 
runs (2015 and 2016), refining analysis techniques. No signal observed so 
far. Results submitted to PRD.


• Bump-hunt search confirmed 2015 exclusion, first displaced vertex analysis.

• HPS also has sensitivity to other dark sector scenarios, such as SIMPs, 

beginning with the 2016 dataset

• 2019 and 2021 datasets are currently being calibrated and analyzed and are 

expected to provide significant reach in the thermal relic band in of the 
 parameter space(mA′￼, ϵ)
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ECAL Performance plots
9

FIG. 13. Energy resolution of the ECal as a function of en-
ergy. The three points below 1.2GeV were obtained from the
2015 Run, while the point at 2.3GeV, which benefits from
electronics upgrades, was obtained from the 2016 Run using
elastically scattered electrons, and was not used in the fit.

tector response simulation and reconstruction are per-
formed.

B. Detector Calibration and Event Reconstruction

Raw data from the detector and simulation are recon-
structed to produce the physics objects used for analysis,
which are reconstructed e� and e+ as well as A0 candi-
dates consisting of reconstructed e+e� pairs emanating
from a common vertex, which we refer to as “V0 Can-
didates”. The reconstruction of e� and e+ is stepwise,
taking place first separately in the ECal and the SVT,
and then combining information from both subsystems.

1. ECal Calibration and Reconstruction

The crystals of the ECal are small compared to the
Moliere radius in PbWO4, so in order to reconstruct and
identify electrons and positrons in the calorimeter, the
energy depositions in individual crystals must be cal-
ibrated and then combined, or “clustered”, to provide
a good estimate of the energy of incident electrons and
positrons.

Calibration uses both minimum ionizing particles
(MIPs) from cosmic ray events, as well as samples of scat-
tered beam electrons collected with a special trigger, to
determine the conversion of pulse height to energy. The
simple clustering algorithm, which begins with a high-
energy seed and iteratively adds adjacent crystals above
a threshold, results in good energy resolution, as shown
in Figure 13. The pulse fit to the 250MHz FADC readout
stream also results in excellent time resolution, as shown

FIG. 14. Time resolution of hits as a function of hit energy.
The time estimate comes from a fit to samples of the SiPM
output at 4 ns intervals provided by the FADC readout used
by the ECal.

in Figure 14. More details may be found in [22].

2. SVT Calibration and Reconstruction

The reconstruction of charged particle trajectories in
the SVT detector starts with the formation of 3D space-
points by combining the axial and stereo strip clusters on
the two sides of each silicon module. In order to accept
a 3D space-point, the two strip clusters’ reconstructed
times are required to be in a time window of 12 ns from
the trigger time and within 16 ns of each other. Three
3D space points in selected SVT layers are then grouped
together to form a track seed and an initial estimation of
the track parameters is obtained by performing a helical
fit under the assumption of a uniform magnetic field. The
track-seed finding e�ciency is maximized by choosing
multiple combinations of the 3D space point triplets with
di↵erent layer combinations to start the pattern recogni-
tion. Track-seeds are then extended by iteratively adding
3D space-points located on the other SVT layers and
performing a global helical track fit selecting the track
candidate with minimum �2 during the procedure. At
this stage, track candidates are required to have at least
5 associated 3D space points, momentum p > 100MeV
and track quality �2

5hits < 60 and �2
6hits < 84, for track

candidates with 5 and 6 hits respectively. Track candi-
dates are then refitted with the General Broken Lines
(GBL) [26] algorithm to include the e↵ects of multiple
scattering and refine the initial estimate of the track pa-
rameters. The GBL-refitted trajectories are also used for
calibration and alignment of the SVT using Millepede II
[27]. The electron and positron particle candidates are
then formed by requiring each reconstructed track to be
associated with an ECAL cluster.
Using exactly two final state particles reconstructed in

9

FIG. 13. Energy resolution of the ECal as a function of en-
ergy. The three points below 1.2GeV were obtained from the
2015 Run, while the point at 2.3GeV, which benefits from
electronics upgrades, was obtained from the 2016 Run using
elastically scattered electrons, and was not used in the fit.

tector response simulation and reconstruction are per-
formed.

B. Detector Calibration and Event Reconstruction

Raw data from the detector and simulation are recon-
structed to produce the physics objects used for analysis,
which are reconstructed e� and e+ as well as A0 candi-
dates consisting of reconstructed e+e� pairs emanating
from a common vertex, which we refer to as “V0 Can-
didates”. The reconstruction of e� and e+ is stepwise,
taking place first separately in the ECal and the SVT,
and then combining information from both subsystems.

1. ECal Calibration and Reconstruction

The crystals of the ECal are small compared to the
Moliere radius in PbWO4, so in order to reconstruct and
identify electrons and positrons in the calorimeter, the
energy depositions in individual crystals must be cal-
ibrated and then combined, or “clustered”, to provide
a good estimate of the energy of incident electrons and
positrons.

Calibration uses both minimum ionizing particles
(MIPs) from cosmic ray events, as well as samples of scat-
tered beam electrons collected with a special trigger, to
determine the conversion of pulse height to energy. The
simple clustering algorithm, which begins with a high-
energy seed and iteratively adds adjacent crystals above
a threshold, results in good energy resolution, as shown
in Figure 13. The pulse fit to the 250MHz FADC readout
stream also results in excellent time resolution, as shown

FIG. 14. Time resolution of hits as a function of hit energy.
The time estimate comes from a fit to samples of the SiPM
output at 4 ns intervals provided by the FADC readout used
by the ECal.

in Figure 14. More details may be found in [22].

2. SVT Calibration and Reconstruction

The reconstruction of charged particle trajectories in
the SVT detector starts with the formation of 3D space-
points by combining the axial and stereo strip clusters on
the two sides of each silicon module. In order to accept
a 3D space-point, the two strip clusters’ reconstructed
times are required to be in a time window of 12 ns from
the trigger time and within 16 ns of each other. Three
3D space points in selected SVT layers are then grouped
together to form a track seed and an initial estimation of
the track parameters is obtained by performing a helical
fit under the assumption of a uniform magnetic field. The
track-seed finding e�ciency is maximized by choosing
multiple combinations of the 3D space point triplets with
di↵erent layer combinations to start the pattern recogni-
tion. Track-seeds are then extended by iteratively adding
3D space-points located on the other SVT layers and
performing a global helical track fit selecting the track
candidate with minimum �2 during the procedure. At
this stage, track candidates are required to have at least
5 associated 3D space points, momentum p > 100MeV
and track quality �2

5hits < 60 and �2
6hits < 84, for track

candidates with 5 and 6 hits respectively. Track candi-
dates are then refitted with the General Broken Lines
(GBL) [26] algorithm to include the e↵ects of multiple
scattering and refine the initial estimate of the track pa-
rameters. The GBL-refitted trajectories are also used for
calibration and alignment of the SVT using Millepede II
[27]. The electron and positron particle candidates are
then formed by requiring each reconstructed track to be
associated with an ECAL cluster.
Using exactly two final state particles reconstructed in

• HPS is a high-rate experiment (1MHz/
crystal) 

• Time calibration is a key element for 

efficient removal of accidentals

• RF and cluster-wise time walk corrections


• Resolution better than 4ns intrinsic 
FADC sampling period

• Energy calibration extracted from FEEs 
and wide angle bremsstrahlung events


• Correction of edge effects 


HPS 2015 + 2016

arXiv:1610.04319
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SVT Performance - Momentum Scale and Resolution 

• Elastically beam scattered electrons are used to align the SVT with 
momentum scale constraint


• New techniques reach better Data/MC agreement in momentum 
distribution with respect previous analysis
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Alignment performance - Unbiased Residuals

L1tA
L1tS
L2tA
L2tS
L3tA
L3tS
L4tA
L4tS
L5tAh
L5tSh
L5tAs
L5tSs
L6tAh
L6tSh
L6tAs
L6tSs
L7tAh
L7tSh
L7tAs
L7tSs

L1bA
L1bS
L2bA
L2bS
L3bA
L3bS
L4bA
L4bS
L5bAh
L5bSh
L5bAs
L5bSs
L6bAh
L6bSh
L6bAs
L6bSs
L7bAh
L7bSh
L7bAs
L7bSs

0.2−

0.15−

0.1−

0.05−

0

0.05

0.1

0.15

0.2

<u
nb

ia
se

d 
lo

ca
l X

 re
si

du
al

> 
[m

m
]

2019 Data - Run10103 Before Alignment

2019 Data - Run10103 Pass0 Alignment

2019 MC Simulation - Perfect Detector

 Work In ProgressHPS

• Initial misalignments up to 200um recovered by current alignment procedure across all detector

• Residual misalignment from first calibration pass ~ 10um, work in progress

• Angular kinks as expected from MC ideal simulation
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2019 Data Run - Reconstruction Upgrades
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Track reconstruction upgrades

• The 2019 dataset is about 10x the 
integrated luminosity with respect to the 
2016 dataset


• Track reconstruction time takes 60% of event 
reconstruction time

• The thicker target  will lead to even 

higher processing time

• Single side dead sensors or single side hit-

inefficiency cause the loss of the full hit 

• In 2019 Ly 5 bottom axial sensor in 

positron bending side defective 

• Current tracking doesn’t provide any metric to 

reduce hit-on-track mis-association

• Complicated background of vertex analysis 

that needed ad-hoc post-track fit 
topological cuts

20μm

8um target benchmark run
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Tracking Upgrade - Legacy Track Reconstruction

 
2D Clustering 


 
Seed Finding 

(global Chi2)


 
Tracks 

(global Chi2)

 

 
GBL Refit


 

 
3D Space Points


• General Broken Line 

• Multiple Scattering 

treatment

• Alignment derivatives  

for Millepede II 43



New Tracking - Computing Time

• New tracking procedure had the largest 
impact on cutting off the total processing time


• Track finding and fitting reduced from 60% to 
20% of event reconstruction time


• With additional software optimisation 
techniques obtained a x5 speed up of event 
reconstruction (event dependent) in Data
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• Pile-up responsible of lower 
processing time for physics analysis 
with respect to single-track events: 
- Strip-hit signal shape fitting for  
cluster charge/time estimation 
- Pattern recognition 
combinatorics


x5
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New Tracking - MC Simulation Distributions

•  are the tracks required to have TrackP > 0.8


• The efficiency to find “high-quality” tracks is up to >85% (>95%) for  ( ) across the physics 
range. Legacy tracking ranges between 70-75% (~85%) for  ( ).


• Drop close to beam energy for  due to large fraction of generated beam scattered electrons 
hardly reconstructable at high-purity 
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New Tracking - MC Simulation Track Efficiency

•  are the tracks with TrackP < 0.8


• Dip at 4.5 GeV for  due to large amount of elastically reconstructed electrons.

• Low momenta tracks have very poor quality and likely to be fake

• Fake rate ~30% (>10%) for  ( ) across momentum spectrum for legacy tracking, <2% for 

new tracking 

NfakeTrack

e−

e− e+

fake(ptrk) =
NfakeTrack(ptrk)
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New Tracking - MC Simulation Track Efficiency

•  are the tracks required to have TrackP > 0.8


• The  daughters are produced at very small angles from the beam plane.

• New tracking algorithms show much better high-quality reconstruction in physics region of interest

NrecoTrack
matched

A′￼

ϵ(ptruth) =
NrecoTrack

matched (ptruth)
NtrackableMCP(ptruth)

e+

e−

λ ∼
mA′￼

Ebeam
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New Tracking - MC Simulation Fake Rate

•  are the tracks with TrackP < 0.8

• Legacy tracker leads to several tracks with dip angle mis-reconstructed

• >30% (20%) legacy  tracks have poor quality in the region of physics interest

• Fake rate is well below 2% for new tracking

NfakeTrack

e− (e+)

fake(ptrk) =
NfakeTrack(ptrk)
NrecoTracks(ptrk)
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Search for Dark Matter - Dark Photons

• Growing interest in the search of new 
forces mediated by sub-GeV scale force 
carrier

• Could play essential role in DM physics

• Complement to the search of new 

physics at higher ranges, e.g. LHC…
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Search for Dark Matter - Dark Photons

• Growing interest in the search of new 
forces mediated by sub-GeV scale force 
carrier

• Could play essential role in DM physics

• Complement to the search of new 

physics at higher ranges, e.g. LHC…

• DM features  Hidden Sector


• Heavy Photons  canonical example of 
new force coupling to DM

• New spontaneously broken “dark” 

 symmetry

• Kinetic terms induced mixing to the SM 

photon  coupling to SM fermions

↔
A′￼

U(1)′￼

→ ϵe

ℒ = ℒSM +
ϵ
2

FY
μνF′￼μν +

1
4

F′￼νμF′￼νμ + m2
A′￼A

′￼μA′￼μ

PRL B166, 1986

kinetic term
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Vertex distribution
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HPS - 2015 Engineering Run Published Results
5

FIG. 3. The 95% C.L. power-constrained [32] upper limits on
✏2 versus A0 mass obtained in this analysis. A limit at the level
of 6⇥ 10�6 is set. Existing limits from beam dump [21, 33–
40], collider [22, 41–44] and fixed target experiments [45–48]
are also shown. The region labeled “ae” is an exclusion based
on the electron g� 2 [49–52] . The green band labeled “aµ ±
2�” represents the region that an A0 can be used to explain
the discrepancy between the measured and calculated muon
anomalous magnetic moment [16, 17].

VI. CONCLUSION

A resonance search for a heavy photon with a mass
between 19 and 81 MeV which decays to an e+e� pair
was performed. A search for a resonance in the e+e� in-
variant mass spectrum yielded no significant excess and
established upper limits on the square of the coupling at
the level of 6⇥10�6, confirming results of earlier searches.
While not covering new territory in this short engineer-
ing run, this search did establish that HPS operates as
designed and will, with future running, extend coverage
for ✏2 below the level of 10�6. Coverage of unexplored
parameter space at smaller values of the coupling will be
possible from a search for events with displaced vertices.
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2015 Displaced Vertex Search, arXiv:1812.02169 [hep-ex]

2015 dataset allowed development of complete analysis chain and proved concept with first results.

Opportunistic engineering runs in  
2015 (1.7 days live @1.056 GeV) and  
2016 (5.4 days live @ 2.3 GeV) collected 
physics data with “pre-CEBAF12” beam.
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The HPS Experiment

Compact e+e- spectrometer,   

immediately downstream of thin  
target in multi-GeV beam in Hall B

• Low-mass, high-rate (>5 MHz/mm2) 
silicon tracker (SVT) allows vertexing 
long-lived A′, suppressing SM tridents 
from target by factor ~107.

• Fast PbWO4 ECal trigger eliminates 10’s  
MHz scattered single e- from CW beam.

• Excellent beam quality allows  
silicon 0.5 mm from beamline for 
forward acceptance.

• Both 2015 Engineering run 
resonance and displaced 
vertex analysis are completed

• Important benchmark for 

tracker and calorimeter 
performance


• No resonance found on the 
 invariant mass


• Upper limits  

• Displaced Vertex analysis


• Look for vertices at 
displaced  location wrt 
target position


• No sensitivity

• Best upper limit: 

 

m(e+e−)
ϵ2 > 6 × 10−6

z

35.7 × σA′￼
mA′￼= 51.4 MeV, ϵ2 = 1.7 × 10−9

PRD 98 091101
Search for a Dark Photon with HPS

pair over the full acceptance as shown in Figure 3, and events of interest are identified as originating
far beyond the tails of the prompt trident backgrounds.

When searching for a displaced heavy photon, a downstream region having little background
must be selected. Therefore, a downstream z vertex position beyond which there should be fewer
than 0.5 background events per mass bin, called a zcut , was chosen. The zcut varies as a function of
mass as shown in red in Figure 3. Based on Poisson statistics alone, the 90% confidence limit for
zero background requires us to have an expected number of A

0 events greater than 2.3.

Figure 3: Left: The vertex distribution for a mass slice from data (blue) with all cuts applied
and with Gaussian core fit (magenta) and downstream exponential tail fit (red) overlaid with a
simulated A

0 Monte Carlo at the same mass (black). The tail distribution of the A
0 falls off more

slowly compared to the distribution of events and scattering tails from the target but falls off rapidly
beyond 40 mm downstream due to acceptance effects of requiring hits in Layer 1. For this particular
mass slice, the zcut was found to be at 37.6 mm. Right: The reconstructed z vertex is shown versus
the reconstructed mass of the e

+
e
� pair for all selected events that in the 2015 data set. The zcut is

obtained by slicing this distribution by mass hypothesis (window size of ±1.9sm) and fitting each
z vertex distribution with a Gaussian with an exponential tail. The zcut shown in red is the point
beyond which 0.5 background events is expected based on the fit to the tail.

An upper limit on the heavy photon production at a given mA0 and e2 is the maximum rate at
which heavy photons could be produced, and still be consistent with the data. The confidence level
used for this analysis is 90%: in other words, if a heavy photon signal does exist at a given rate, the
limit set by this analysis will (incorrectly) exclude that signal rate only 10% of the time.

The method chosen for setting limits is the “optimum interval” method by Yellin [12]. This
method was developed for dark matter direct detection experiments, and is intended for experiments
where the signal shape is known, but the backgrounds are not fully understood and there is the
possibility of an unexpected background. A particular strength of the method is that it minimizes
the influence of a background that is concentrated in one part of the data distribution.
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Track and Vertex Reconstruction

 
2D Clustering 


 
Seed Finding 

(global Chi2)


 
Tracks 

 

Final 
State  

Particles 

 
3D Space Points


• Requested tracks in opposite detector 
halves


• Quality of the vertex, time information, 
beam spot constraint
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Electromagnetic calorimeter

• 442  crystals coupled to avalanche photodiode readout 
(2 identical halves of 5x46 cells)


• Cells: 16cm long, front face 13x13 mm2


• 


• 


•

PbWO4

σE /E@1.06 GeV (@2.2 GeV) ∼ 4 % (3%)
σt @ E ≥ 200 MeV ≤ 1 ns

σpos ∼ 1 − 2 mm

x

y
electron sidepositron side ⃗B

• Coplanarity cut: 
-  pair are bent in opposite 
directions on the same plane

e+ − e−

• Readout at 250 MHz allowing for 8ns trigger window

• Trigger and DAQ at rate > 100 kHz 

• Physics trigger menu’ composed by coincidence 

pairs in opposite halves of ECal

• Readout architecture of the SVT limits the readout rate 

to 50 kHz
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The HPS Detector - SVT Tracker

• Six Layers of Si microstrip axial-stereo (50&100mrad)   
modules

• Layer 1-3: single sensor

• Layer 4-6: double width coverage 

for better match ECal 
acceptance


• 36 Sensors

• 180 APV25 chips

• 23,004 channels  

in total

⃗B

x

y
z
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SVT Detector Performance 10

the two detector volumes, vertices are then reconstructed
using a global �2 minimization algorithm [28]. The final
state particles used for vertex reconstruction are required
to have an ECal cluster time di↵erence within 2.5 ns and
the electron momentum pele < 2.18GeV. Successfully
reconstructed vertices are required to have a total mo-
mentum pvtx < 2.8GeV.

The performance of the SVT can be characterized by
its tracking e�ciency, momentum resolution, and ver-
tex position resolution. Tracking e�ciency is measured
by selectively dropping hits in a particular layer from
the track finding code, extrapolating the track as mea-
sured by the other layers to that layer, and measuring
the fraction of times hits are found within a predicted
region. E�ciencies are > 90% in most of the SVT but
are somewhat worse in the inner edges of the first two
layers. Dead channels also have noticeable e↵ects. In the
analysis below, tracking e�ciency e↵ects are included in
critical simulations. The hit-finding e�ciency for two of
the first layers is shown in Figure 15.

Momentum resolution is determined by measuring the
momentum of elastically scattered beam electrons, which
essentially have full beam energy (FEEs). Since the mo-
mentum resolution is dominated by multiple scattering
e↵ects in the SVT, determination of the momentum res-
olution of the highest momentum tracks su�ces to char-
acterize the resolution at all momenta. The Monte Carlo
does not accurately account for the observed momentum
resolution, with simulation being better than reality. Ac-
counting for this discrepancy is important in order to un-
derstand the actual invariant mass resolution, a critical
parameter in the analysis. Procedures for doing so are
described in Section III E.

The vertex position resolution of the tracker is easily
measured by vertexing the copious trident signal, which
originates at the known target position. The vertex reso-
lution is well described by Monte Carlo simulation and is
detailed in Section V. The typical vertex resolution along
the direction of the outgoing particleis 1mm.

C. Event Selection

The event selection cuts were developed blindly, i.e.
only 10% of the data was used for their optimization.
Once determined, these cuts were used to select final
events for both the resonance and vertex search analy-
ses over the full data set.

The HPS experiment searches for A0s through their de-
cays to e+e�, so an event is required to contain at least
one neutral, two-particle vertex (called a V0). Due to the
kinematics of A0 production, the electron and positron
will almost always be in opposite halves of the HPS de-
tector, so one track is required to be in the top half,
the other in the bottom. One of the particles must be
positively charged, the other negatively charged. Each
of the particles must point to a cluster in the ECal. A
V0 candidate is formed by fitting the two charged tracks
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FIG. 15. The hit-finding e�ciency versus the extrapolated
SVT channel number for two SVT layers at the front of the
detector, one each in the top (red) and bottom (blue) halves.
The nominal center of the electron beam at these layers is
⇠ 1.5mm from channel zero (which is the edge of the active
sensor). The drop in e�ciency is due to a combination of
extrapolation error at the edge of the active volume and pile-
up e↵ects.

to a vertex, following the procedures described in [29]:
The vector momentum sum of the electron and positron,
Psum, must meet the condition Psum < 1.2⇥Pbeam, where
Pbeam is the beam momentum (2.3GeV in this run).
After the V0 candidates are formed, two V0 collec-

tions are created. These are the “unconstrained V0 can-
didates” (UC) and “target-constrained V0 candidates”
(TC). In these collections, a V0 particle is created and
defined as the parent of the corresponding e+e� pair. In
the resonance search analysis, we use the TC V0s, where
the z-coordinate of the vertex is constrained to be at the
target position, and x-y coordinates are constrained at
the beam spot coordinate. The displaced vertex search
analysis specifically searches for long-lived particles that
have traveled some distance before decaying. Therefore,
in the displaced vertex search analysis, the UC collection
is used.
Further cuts on the V0 properties were imposed to

minimize accidental backgrounds, maximize the signal-
to-background ratio of the radiative signal, and reduce
physics backgrounds. Accidental backgrounds can be
minimized by optimizing the cut on the time di↵erence
between the two ECal clusters. Figure 16 shows this clus-
ter time di↵erence, which is sharply peaked at 0. The
bottom panel shows the same data, but with the vertical
scale magnified to show the structure in the tails, dis-
playing peaks that occur at multiples of 2 ns, the spac-
ing between CEBAF’s electron bunches. It shows that
accidental coincidences between bunches occur at a low
level. This distribution is fit with the function given in
Equation (3) as a sum of peaks where each subpeak is
parameterized as the sum of two Gaussian functions, one
describing its core and another, wider and of lower am-
plitude, its tail. The ratio of the amplitudes of these two

HPS 2016
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Adding additional momentum smearing can bring the
MC and data mass into agreement. The smearing coef-
ficients for each MC category (bot/top/5-hit/6-hit) are
parameterized by:

⌃smear ⌘ �smear

PMC
=

s✓
�data

µdata

◆2

�
✓
�MC

µMC

◆2

. (9)

where �smear is the factor by which an MC electron with
a given momentum (PMC) is smeared. The data and MC
FEE momentum resolutions are �data and �MC, respec-
tively. Finally, µdata and µMC are the mean values of the
FEE momentum peaks.

The MC tracks are then smeared with the appropriate
⌃, depending on the category. Figure 23 compares the
smeared MC momentum distribution in blue with data in
cyan. The mean of the MC distribution has been shifted
slightly so that the peaks overlap for ease of comparison.
The matching between MC and data for other categories
is comparable. In all cases, there is good agreement be-
tween data and the smeared MC distributions. Accord-
ingly, smearing is applied to all the tracks from the Møller
and A0 MC samples.
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FIG. 22. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the un-smeared MC.

3. Recalculated Mass after MC Momentum Smearing

The Møller mass is recalculated using the smeared
electron momenta. The mass taking into account the
smeared momenta can be expressed in terms of the un-
smeared mass, using Equation (10).

M(ee)smear =

s
P1,smear

P1,rec

P2,smear

P2,rec
· M(ee) (10)

Here, M(ee)smear is the smeared mass, P1,smear

(P2,smear) is the smeared momentum of 1st (2nd) particle,
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FIG. 23. FEE momentum distributions for 6 hit tracks in the
bottom half of the tracker. The cyan line represents data and
the blue line represents the smeared MC momentum.

P1,rec (P2,rec) is the reconstructed (unsmeared) momen-
tum of the 1st (2nd) particle, M(ee) is the unsmeared
target constrained mass. The momentum resolution dis-
crepancy between data and MC is assumed to be inde-
pendent of momentum. This is expected since �(p)/p is
nearly constant over all momentum, being multiple scat-
tering dominated.
After smearing the mass with Equation (10), the

smeared mass of Møller events shown in Figure 24 (blue)
is obtained. Incorporating smearing, the mass resolution
discrepancy is reduced from about a factor of 2 to about
6%, which indicates that momentum resolution accounts
for nearly all the mass resolution discrepancy between
MC and data.
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FIG. 24. Smeared mass distribution of Møller MC events
(blue), and Møller events in data (cyan)

4. Parametrizing the A0 Mass Resolution

We study the expected mass resolution for A0s of var-
ious masses using a collection of A0 samples with masses

HPS 2016

• Momentum scale and resolution from 
elastically scattered full beam electrons 
(FEEs) 


• Multiple scattering dominated

• MC Fee momentum is smeared to match 

data distribution with smearing factor  
(1.3 - 1.6) depending on track selection 
criteria

Σ

• Hit-efficiency > 90% across the whole 
SVT detector


• Slightly worse in inner edges of innermost 
layers (close to electron beam)

• Track extrapolation error

• High pile-up conditions
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