Machine learning
Lecture 1

R = Marcin Wolter
=g %’ IFJ PAN

L’ " 14 October 2020

* Machine learning: what does it mean?

e Software and literature.
 Alittle bit of mathematics and examples of simple linear classifiers.

 Some examples
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Outline of the course

® Probability - an introduction

® Machine learning: what does it mean? Software to work with and literature. A little
bit of mathematics and examples of simple linear classifiers.

® Simple non-linear methods like k-nearest neighbors, Parzen kernel methods,
Independent Component Analysis ICA

® Ensemble learning - Boosted Decision Trees BDT
® Cluster analysis

® Shallow neural networks

® Bayesian Neural Networks, Deep Neural Networsk

® How to build a Deep Neural Network - Keras tutorial, Convolutional Deep Neural
Network

® Training - cross-validation. Optimization of hyperparameters.
® Mixed Density Network

® Generative Adversarial Networks (GANS)
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Recommended books

® In Polish: M. Krzysko, Systemy uczgce sie: rozpoznawanie wzorcow,
analiza skupien i redukcja wymiarowosci. WNT, 2008.

® C. Bishop, Pattern recognition and machine learning. Springer, 2009.

® Internet information about Deep Neural Networks — many things have
changed in the recent years. | will point to some manuals during the
lecture.
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Programs

® Python programming language (there is python course as well)

® http://scikit-learn.org
scikit-learn - Machine Learning in Python
Simple and efficient tools for data mining and data analysis
Built on NumPy, SciPy, and matplotlib

® https://keras.io/
Keras: The Python Deep Learning library
Emulates Deep Neural Network, uses google TensorFlow software

® Google Colaboratory as a working platform — you need a google 1D
https://colab.research.google.com/
Platform to run python notebooks, gives free GPU

® Github to store the code
https://github.com We will say few more words about today
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About the course

® \We will have 20 hours of lectures in total.

® | propose to do some exercises, run some python programs on google
colaboratory. So please use your laptops!

® \We should make some type of exam. | propose, that instead of a regular
exam you will prepare small projects using machine learning. This gives a
chance to learn how to use machine learning tools.
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Statistics

® Statistics —science of collecting and analyzing numerical data.

® First works —sxisLl zld | §lrunk ) sosiz 4 aws ;s ol Al-Kindi (801-873) -
used statistical methods to break the Caesar cipher by analyzing the frequency
of letters in the text.
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Caesar cipher

® Each letter in the text is replaced by another, but shifted by n letters:

A B C D E
C D E F G

® In general — replacement cipher (each letter is replaced by another, but always
the same letter)

A B C D E
Z D P G T

® Frequency analysis — investigation, how frequently each symbols appears in
text. [
0-
5

“_ah[:defghiiklmnupqrstukupz
8.2 15 23 43 127 22 2061 70 02 0.8 40 24 67 73 1.9 0160 63 91 28 1.0 24 0.2 2.0 0.1

® Frequency of appearance of different letters in English.
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What is an “event”?
A basic concept

® Elementary event is each result of an experiment (like throwing a dice),
which result is random. It contains only a single outcome in the
sample space.

The numerical value of a probability may sometimes be obtained
from its "classical" definition: The probability is equal to the
quotient of the number of cases "favoring" a certain event to the
total number of "equally possible" cases. (Laplace 1812).

® | et's denote a set of all possible events as Q. Elements of a set Q are
elementary events w, so Q is a set of elementary events. The set of

events favoring A is a subset of Q and:

P(A):I‘i|

| Pierre-Simon Laplace
where |A| is a number of elements of a set A, and |Q| a number of (1749-1827)
elements of a set Q.

Example: probability of getting 6 while throwing a dice. Set of elementary events Q =
{1, 2, 3, 4, 5, 6}, so the number of elementary events is |Q| = 6. Set of events
favoring A = {6}, their number is [A] = 1. So P(6)=1/6
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Axiomatic definition
of probability

Andrey Kolmogorov
AHApéNn Hnkonaesny Konmoropos (1903-1987)

1) For any event A, P(A) = 0. |
In English, that’s “For any event A, the probability of A is greater or equal to 0.

2) When S is the sample space of an experiment; i.e., the set of all possible
outcomes, P(S) = 1.

In English, that’s “The probability of any of the outcomes happening is one
hundred percent”, or—paraphrasing— “anytime this experiment is performed,

something happens”.
3) If A and B are mutually exclusive outcomes, P(A U B ) = P(A) + P(B).

Here U stands for ‘union’. We can read this by saying “If A and B are mutually
exclusive outcomes, the probability of either A or B happening is the
probability of A happening plus the probability of B happening”

All other properties derive from the above.
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Some properties of probability

Some properties, which can be derived from the Kolmogorov definition:

® P (A)=1-P (A), where A is a complement of A,
®P(AUA) =1,

® 0<P(A)<1,

® P (g)=0,

® ifA c B, then P (A) < P (B),

®P(AUB)=P(A)+P(B)-P(An B).

We leave them without proof.
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Frequentist definition
of probability

Probability (frequentist definition) of an event A is a limit (N approaching
Infinity) of the ratio of n events when the event A occurred to the total
number of trials N:

P(A):hm%
N=>w

What is a probability of getting “6” while throwing a dice? It is the relative ratio
of obtaining “6” in an infinite series of throws.
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Bayesian definition

® Probability “a priori”, called unconditional, is a measure of
belief, based on rational premises, that a given event will
occur.

® |n the next step we perform an experiment, called
observation, and their results allow to modify the probability.
We get the probability “a posteriori”, which is again a
measure of belief, but modified by the observation.

L11. An Effay towards filving a Problem in
the Doftrine of Chances. By the late Rev.
Mr. Bayes, F. R.S. communicated by Mr.
Price, in a Letter to John Canton, 4, M.
F.R. 8.

Dear Sir,
Read Dec. 23, Now fend you an effay which I have

e found among the papers of our de-
ceafed friend Mr. Bayes, and which, in my opinion,
has great merit, and well deferves to bL“prc]Urvcd.
Experimental philofophy, you will find, is nearly in-
terefted in the fubject of it; and on this account there
feems to be particular reafon for thinking that a com-
munication of it to the Royal Society cannot be im~
proper.

He had, you know, the honour of
ber of that illuftrious Society, and wa
ed by many in it as a very able mather
introduétion which he has writ to this E
that his defign at firft in thinking
was, to find out a method by which we n
concerning the probability that an event | p-

en, in g'uc_n circumitances, upon fuppofition that we
now nothing concerning it but that, under the fame
circum-

Thomas Bayes (1702 - 1761) was an English statistician, philosopher and Presbyterian
minister. The most important work: ,Essay Towards Solving a Problem in the Doctrine of

Chances”.
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Summarizing probability interpretations

I. Relative frequency
A, B, ... are outcomes of a repeatable experiment

times ocutcome is A

P(A) = lim

N—00 n
guantum mechanics, particle scattering, radioactive decay...

lI. Subjective probability
A, B, ... are hypotheses (statements that are true or false)

P(A) = degree of belief that A is true

The fundamental notion of probability is how well a proposition is
supported by the evidence for it.

Both interpretations are consistent with Kolmogorov axioms.
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Conditional probability,
independence

Conditional probability of A given B (with P(B) # 0):

P(A|B) = P(]f(;)B)
E.g. rolling dice:  P(y, < 3| neven) = P((nﬁgvﬂen"")& sven) _ ;)/Lg =1
Subsets A, B independent if: P(AN B) = P(A)P(B)
It A, Bindependent,  p(A|B) = © (ﬁzg gB ) — pea)
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Bayes theorem

where A and B are events, P(A|B) is the
conditional probability that event A occurs
given that event B has already occurred

P(B|A) has the same meaning and P(A) and
P(B) are the marginal probabilities of event A
and event B occurring respectively.

Proof: from the definition of conditional probability we have,

paIB) = TS0 s pea) = T0 O

but P(AN B) = P(BN A) 50

P(B|A) x P(A)

P(B) ’ First published (posthumously) by the
Reverend Thomas Bayes (1702-1761)

P(A|B) =

14.10.2020 M. Wolter, Machine Learning
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An example using Bayes’ theorem

Suppose the probability (for anyone) to have a disease D is:

P(D) = 0.001 | -
< prior probabilities, i.e.,
P(noD) = 0.999 before any test carried out

Consider a test for the disease: resultis + or -

P(+|D) = 0.98
P(—|D)

< probabilities to (in)correctly

Identify a person with the disease
0.02 fyap

P(+|no D)

0.03 < probabilities to (in)correctly
identify a healthy person

P(—no D) = 0.97

Suppose your result is +. How worried should you be?
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Bayes’ theorem example (cont.)

The probability to have the disease given a + test result is:

P(+|D)P(D)

p(D[+) = P(+|D)P(D) + P(+|no D)P(no D)

0.98 x 0.001
0.98 x 0.001 + 0.03 x 0.999

= 0.032 — posterior probability

l.e. you’re probably OK!
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Frequentist Statistics — general philosophy

In frequentist statistics, probabilities are associated only with
the data, i.e., outcomes of repeatable observations (shorthand: o ).

Probability = limiting frequency
Probabilities such as:

P (Higgs boson exists),
P (0.117 < a,< 0.121),

etc. are either O or 1, but we don’t know which.

The tools of frequentist statistics tell us what to expect, under the assumption of
certain probabillities, about hypothetical repeated observations.

The preferred theories (models, hypotheses, ...) are those for which our
observations would be considered ‘usual’.
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Bayesian Statistics — general philosophy

In Bayesian statistics, use subjective probability for hypotheses:

probability of the data assuming

hypothesis H (the likelihood) prior probability, i.e.,
N / before seeing the data
. P(Z|H)m(H)
P(H|Z) = -
V. [ P(Z|H)x(H)dH
posterior probability, 1.e., \ normalization involves sum
after seeing the data over all possible hypotheses

Bayes’ theorem has an “if-then” character: If your prior probabilities were 7 (H),
then it says how these probabilities should change in the light of the data.
No unique prescription for priors (subjective!)
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Here's exactly the same idea, in practice;

During the search for Air France 447, from 2009-2011,
knowledge about the black box location was described via
probability — i.e. using Bayesian inference

e Eventually, the black box was found in the red area

http://faculty.washington.edu/kenrice/BayesintroClassEpi2018.pdf
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What does “machine learning” mean?

® Machine learning is a field of computer science that gives computer systems
the ability to "learn” (i.e. progressively improve performance on a specific
task) with data, without being explicitly programmed.

® Problems:

— Supervised learning (classification & regression)
— Clustering (unsupervised learning)

— Dimensionality reduction
— Reinforcement learning
— Many others....

Original unclustered data Clustered data
6

»Unsupervised Learning

Technique of trying to find hidden structure in
unlabeled data

»Supervise Learning

WTechnique for creating a function from training
data. The training data consist of pairs of input
objects (typically vectors), and desired outputs.
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How do the (supervised) machine ﬂ?
learning algorithms work?

O

® \We need training data, for which we know the correct
answer, whether it's a signa or background. We divide
. the data into two samples: training and test.

°% ® We find the best function f(x) which describes the

& ow probabllity, that a given event belongs to the class
v o % “signal”. This is done by minimizing the loss function (for
" 7 example x?).

=0 @ Different algorithms differ by: the class of function used

o as f(x) (linear, non-linear etc), loss function and the way
it’'s minimized.

o . :

5 ® All these algorithms try to approximate the unknown

o O:_. Bayessian Decisive Function (BDF) relying on the finit
%% training sample.

&** BDF -an ideal classification function given by the unknown
%. = probability densities of signal and background.

M. Wolter, Machine Learning
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Cuts vs non-linear separation

Cuts Non-linear separation

Number of Poin 400 350 Number of Poin 550 500

Neural Networks, boosted decision
trees, and so on....

14.10.2020 M. Wolter, Machine Learning 23




Types of algorithms gﬁ

How to use the information available

Classification: find a function f(x1,x2) giving the probability, that a given data point
belongs to a given class (signal vs background).

Simple cuts Linear Non-linear
(easy and intuitive) (fast and stable) (most effective)

Regression: fit a continuous function

(find particle energy from calo readouts) 2 |

14.10.2020 M. Wolter, Machine Learning
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Classification

A Bayes classifier (optimal classifier):

p(x|S)p(S)
x|S)p(S)+ p(x|B)p(B)

where S is associated with y = 1 and B with y = 0. Bayes classifier accepts
events x if p(S|x) > cut as belonging to S.

p(SIX)=p<

We need to approximate probability distributions P(x|S) and P(x|B).

® /f your goal is to classify objects with the fewest errors, then the Bayes
classifier is the optimal solution.

® Consequently, if you have a classifier known to be close to the Bayes
limit, then any other classifier, however sophisticated, can at best be
only marginally better than the one you have.

— =>If your problem is linear you don't gain anything by using
sophisticated Neural Network

® A/l classification methods, such as all we will be talking about, are different
numerical approximations of the Bayes classifier.
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ROC curve

® ROC (Receiver Operation Characteristic) curve was first used to calibrate
radars.

® Shows the background rejection (1-¢;) vs signal efficiency €,. Shows how
good the classifier is.

® The integral of ROC could be a measure of the classifier quality:

Integral(ROC) = %2 — random
Integral(ROC) =1 - ideal
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Practical applications
A Short List of Multivariate Methods

Cuts

Linear Discriminants (like Fisher)
Naive Bayes (Likelihood Discriminant)
Kernel Density Estimation

Decision Trees

Neural Networks
Bayesian Neural Networks
Genetic Algorithms

— Support Vector Machines

— And many, many others.......... | want to present briefly just

few of them.

ils
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We will talk in the first lectures about:

® Simple ML linear methods:

— Cuts

— Fisher linear discriminant

— Naive Bayes

— Principal Component Analysis, PCA

— Independent Component Analysis, ICA

14.10.2020 M. Wolter, Machine Learning



Google Colab & Github
short tutorial

Both will be explained in detail on the course of the python
programming language.

Here only a very brief introduction is given.

14.10.2020 M. Wolter, Machine Learning
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How to run python?

® You can install python on your laptop...
® ... but you can also use FREE framework over internet to run your notebooks:

— You do not need to install anything
— You can share your code

— You get free CPU or even GPU (Graphic Processor Units), which make
the code running much faster.

® Notebooks available on WEB:

— Google Colab (1 use it) https://colab.research.google.com

— And some others, see:

https://analyticsindiamag.com/5-alternatives-to-google-colab-for-data-scie
ntists/
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Let’s play with Google Colaboratory

® Open: https://colab.research.google.com
® Sign in with your google account

o Cl |C k F| Ie — N ew N Ote boo k Welcome To Colaboratory

File Edit View Insert Runtime Tools Help

+ Code + Text & Copyto

i= Table of contents X

3 Getting started
Data science L What is Col:
Machine learning " "
Colaboratory, or "Colab" for ¢

More Resources .
* Zero configuration requ
Machine Learning Examples

® Paste the following code: | e

B Section » Easy sharing

print("Hello World! I am an IPython programmer!")

® Run the code: co &Uriewomm

Edit View Insert Runtime Tools Help All changes saved
Run all
eeeeeeeee
° 1 print{"Hellc Run the focused cell Ctri+Enter ert®)
selec Ctri+Shift+Entel

[ [+ Hello World! I

Easy???

Interrupt execution

Change runtime type

Manage sessions

View runtime logs
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How to use Google Colab + Github

® \ery nice tutorial:

https://towardsdatascience.com/google-drive-google-colab-github-dont-just-re
ad-do-it-5554d5824228

. Github
[ Google Drive H Google Colab (Forked F{epn]}
w oyl =

Copy to GitHub

Repository: [
vsay01/deep-| ing-v2-pytorch

File path
Part_1_Tensors_in_PyTorch_(Exercises).ipyn

Commit message
Created using Colaboratory

Include a link to Colaboratory

CCCCCC

14.10.2020 M. Wolter, Machine Learning
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Save a copy of your iPython notebook ‘ﬂ?
to Github

® Go to https://github.com/ and sign up

® Create new repository by clicking “Repositories” and then “New”:

name, location, and a profile picture helps other GitHub users get to know you. " 7 Edit profile | x

" rojects 0 ackages ers 0 ng o
| [ Type: All = Language: All =

® Type the repository name (here “MyRepo”) and click “Create repository”:

Create a new repository

A repository contains all project files, including the revision history. Already have a project repository elsewhere?
Import a repository.

Owner Repository name *
marcinwolter ~ /  MyRepo v
Great repository names are short and memorable. Need inspiration? How about ubiquitous-happiness?

Description (optional)

__ Repository is public

Repo initialized with a -

ic
R EA D M E fi | e £ can see u choose who can commit
Private
You choose who can see and commit o this repository.
Skip this step if you're importing an existing repository.
Initialize this repository with a README
This will let you immediately clone the repository to your computer,

Add gitignore: None - Add a license: None = (§)

14.10.2020



https://github.com/

] marcinwolter / MyRepo

<> Code Issues 0 Pull requests 0

No description, website, or topics provided.

Manage topics

<1 commit ¥ 1 branch

Branch: master ~ New pull request

marcinwolter Initial cormmit

) README.md

README.md

MyRepo

& Watch ~

Actions Projects 0 Wiki Security

[ 0 packages > 0 releases

Create new file  Upload files

Initial commit

Insights

% Star 0 Y Fork ©
Settings

Edit

12 1 contributor

IR B Cione or download ~

Latest commit b4fd77b now

now

You have created a new repository with a README.md file inside

M. Wolter, Machine Learning




Now go to Google Colab and click: File » Save a copy in Github

cov_19.ipynb - Colaberatory - Mezilla Firefox - &8 X
File Edit WView History Bookmarks Tools Help
< ICR & Nu A Go ® Wy - utr Tau X TP AR & Ho & Re Index ¢ Index « W Ar & Nu (es] ¥ | atlas.w ~
&« & o @ & %5 https b.research.google.cor 80% e @ % 4 @search i > S 0D e ® * 0 » =
B3 Smart Bookmarks  £F Most Visited @ Latest Release Motes ) Fedora Project B Fedora Weekly News ES Community Support B3 Fedora Core 5 M Red Hat Magazine »
L) S cov. I jpyro Bl comment 2% Share €3 e
File Edit View Insert Runtime Tools Help A  saved
e 4 Locate in Drive e r:‘:; - # Editing ~
Open in playground made {pol)-1) 1

© Mew notebaok

lue', lw=2)
O Open notebook, 40 ynveizen1g)

Upload noteboak., rzypadkdw' , fontsize=14)
', fontsize=13)

Rename...

Move to trash «_inches="

Save a copy In Drive..
Save a copy as a GitHub Gist...

Save a copy in GitHub...

Save

Save and pin revision

Revision history

Download ipynb

Download py
Update Drive preview

Print o

Lzynnik przyrostu to noraz nczoy przypadkéw w danym dniu do liczby przypadkéw w dniu
poprzednim

r 3 1 fnalofnal 05111 fnal 05l foar i in cannaif loaninall 13 1
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Copy to GitHub
Repository: [/ Branch: [/

marcinwolter/MyRepo master v|

File path

cov_T 9.ipynb

Commit message

Created using Colaboratory

Include a link to Colaboratory

CANCEL

By clicking choose the proper repository (here “MyRepo”)
And click OK to create a copy.

GOOD LUCK!!
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Run example from Github

® Open a github repository:
https://github.com/marcinwolter/MachineLearning2020

® Open a python notebook: VisualizationCode.ipynb

® Openitin Google Colab: EasiRe:=muiesicls

® Run it!!'!l There are examples how to use graphics

® Try to modify and play with the code. It shows how to use graphics.

10+

05 1

0.0+

14.10.2020 M. Wolter, Machine Learning


https://github.com/marcinwolter/MachineLearning2020
https://github.com/marcinwolter/MachineLearning2020/blob/main/VisualizationCode.ipynb

ifs

Back to Machine Learning
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Cuts

Optimization of cuts:

A ‘
X, |
.’. o * ° H, ® Move cuts as long as we get the
®e o o i . .
® ®cee ° optimal signal vs. background
® o [ 1 . . .
eee ® e ° selection. For a given signal
® ¢ ¢ 0% %00 °°*° L -
,,,,,,, ° .oo..‘.\'.u efficiency we find the best
o® °°° 0% background rejection - we get the
o0 o %% o7 ° entire ROC curve.
oo o ( J
Ho eo o 8000, @ Optimization methods:
o o © o p )
| S — Brute force
X

' — Genetic algorithms
— Many others...

14.10.2020 M. Wolter, Machine Learning



Fisher discriminants ‘ﬂ?
LDA, Linear Discriminat Analysis

Projection to one dimension, than discrimination

Equivalent to linear
separation

We choose a projection
vector in such a way, that the
separation is maximized.

MNew distributions 1 Assumptions for new basis:

» « Maximize distance between projected class
means

* Minimize projected class variance

Method introduced by Fisher in 1936.
Optimal separation for Gaussian distributions.
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Fisher Linear Discriminant Analysis

Variance: Yy = Var(X) = FE{(X — u)T(X — 1)}
Objective
argmax.yJ(w) = ;-Lgiﬁ

Wiy = fniz ZLEEC'E. o
Sp = (mg —my)(mg — ml)T Variance Between classes
Bl Z? Mo (@ —mj)(x —m;)T  Variance Within class

3

Algorithm
.. Compute class means
2. Compute w =Sy (my—my)

. — bl
3. Projectdata Y=wW' 7%
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Fisher's linear discriminant

The terms Fisher's linear discriminant and LD A are often used mterchangeably, although Fisher's original
article The Use af Multiple Measures in Taxonomic Problems (1936) actmally describes a slightly different
discriminant. which does not make some of the assumptions of LDA such as normally distributed classes or
equal class covanances.

Then the

— —_
Supposs two classes of observations have means Hy=0, Hy=1 and covariances E},= D'E]- _1
| . = = T | 'Y, .
linear combination of features W' * ' will have means =1 and vanances y=t fori=10.1.
Fisher defined the separation between these two distributions to be the ratio of the vanance between the
classes to the varance within the classes:

—

w -

2 — = — = a — —4 — 2
g = Opetween W0 Hy=1 — W~ fy—n)” (W~ (Hy=1 — fy=0))"

2 T B 7 ; - - L
within w TEH=1H‘ + ' Eyou ! (Ey=p + Yy=1 U

This measure 15, 1n some sense. a measure of the signal-to-noise ratio for the class labelling. It can be shown
that the maxunum separation occurs when

-+

w = (Ey=ﬂ + Ey:lj (ﬁy:l _ Fy:ﬂ}
When the assumptions of LDA are satisfied. the above equation 1s equivalent to LDA.

-
Be sure to note that the vector I is the normal to the discriminant hyperplane. As an example. in a two

_.
dimensional problem. the line that best divides the two groups 1s perpendicular to W'

Generally, the data points are projected onto I . However. to find the actual plane that best separates the

data. one must solve for the bias term b 1in 'HJTI_LI +b=- {H'Tj_La, + b).




Naive Bayes classifier ‘ﬂ?

e Classifier

output

(LIN) dNJ dx

25 LI

Frequently called
“projected likelihood" by
physicists

2 ALy

15 B

1B

A N A e kN oW

o
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® Based on the assumption, that variables are independent (so ,haive"):

P[yjp[rla"'xn | y]
P[I'l:-"'!-;r?t)

Ply] [Ty Plxi | y)
P[Ilr"'r:rﬂ)

® Qutput probability is a product of probabilities for all variables.

Ply|xy,...,1,) = “Naive” assumption: Plzily.z1,...,Tic1, Tis1, ..., 70) = Plzily),

Pl[y|;1"1_,..._,:1"ﬂ:]=

® Fast and stable, not optimal, but in many cases sufficient.

14.10.2020 M. Wolter, Machine Learning



ifs

Decorrelation

« Removes correlation between variables by a rotation in the space of
variables

us var2 (signal)_NoTransform 1s var2 (slgnal) DecorrTransform

original ! '

-3 2 -1 0 1 2 3 4
varz
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Correlation matrix

The correlation matrix refers to the symmetric array of numbers

/1 2 n3 -+ rp)
1 r3g --- Ip
R=|[mnk1 k2 1 - 1y
\"ot Tz fpg - 1)
where - _ _
Sik izt (X — Xj)(Xik — Xi)

i — — —
jk
S;S Y X
B \/2}11 (Xi = X})2 \/ZL (Xik — Xic)?

is the Pearson correlation coefficient between variables x; and x.
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Eigenvalues and eigenvectors

In essence, an eigenvector v of a linear transformation T is a hon-zero
vector that, when T is applied to it, does not change direction. Applying
T to the eigenvector only scales the eigenvector by the scalar value A,
called an eigenvalue. This condition can be written as the equation

T(V)=AvV
referred to as the eigenvalue equation or eigenequation. In general, A may be
any scalar. For example, A may be negative, in which case the eigenvector
reverses direction as part of the scaling, or it may be zero or complex.

Yi
-1
Y A Q A Q
AX = AX 4
I N N
y — Ve VW, 0 A& O vV, V, V,
X ‘ 0 0 4 | ‘
Eigen vectors Eigen values Eigen vectors
of of of
0 x X X A A A
Matrix A acts by stretching the vector Eigendecomposition of a matrix

X, not changing its direction, so X is
an eigenvector of A.
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Principal Component Analysis - PCA if’é

® Task: reduce the number of dimensions minimizing the loss of information

® Finds the orthogonal base of the covariance matrix, the eigenvectors with the

smallest eigenvalues might be skipped Procedure:

® Find the covariance matrix Cov(X)

=_———— ® Find eigenvalues ), and eigenvectors v,
7 APUT VeCcIors
2 Reconstructed
* ¥ —— PCA subspace .
5| ) — @ Skip smallest
B TR gl ® Unsupervised learning & dimensionality
55| v g PR g reduction
g ol el oo
St "o n } § Y A
45} 4 w, ® i
A x}?x & : *
41 DRoing
How L. ) h‘YPCA
35F # x:}% %
1=
3 Ai 5
>
X

Séparable 'by a simple cut, x
but PCA doesn't help...
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Covariance Matrix

® | et X be a p-variate random vector. The covariance matrix of X is defined as:

Yxx =Var(X)=E{(X - N)T<X — 1)}

/ Var(X;)  Cov(Xy,X,) ... Cov(Xy, X)) \
_ | Cov(Xy,Xy)  Var(Xy) ... Cov(Xy, X))
\C’ov()(:'p,Xl) C’ov()ép,X2) Var:(Xp) )

Where:
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Correlation or covariance matrix?

® Mean-centering is unnecessary if performing a principal components analysis
on a correlation matrix, as the data are already centered after calculating

correlations.

® \\Ve tend to use the covariance matrix when the variable scales are similar
and the correlation matrix when variables are on different scales.

Cov(X.Y) |
C'DI'I'(X}Y) = . ~ Covarianced normalized by Standard Deviation
\L_ G'ID'}. ]
Correlation between X and Y l

Standard deviation of X

w1

Standard deviation of ¥
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Applications
®Uses: ® Examples:
— Data Visualization — How many unique “sub-sets” are in the
_ sample?
— Data Reduction — How are they similar / different?
— Data Classification — Which measurements are needed to
— Noise Reduction differentiate?

— How to best present what is “interesting”?

— Which “sub-set” does this new sample
rightfully belong?

14.10.2020 . Wolter, Machine Learning




What happens if we perform PCA without

ils

normalization? Why do we normalize data?

In PCA we are interested in the components that maximize the variance. If
one component (e.g. human height) varies less than another (e.g. weight)
because of their respective scales (meters vs. kilos), PCA might determine
that the direction of maximal variance more closely corresponds with the
‘weight’ axis, if those features are not scaled. As a change in height of one
meter can be considered much more important than the change in weight of
one kilogram, this is clearly incorrect.

2nd principal ¢

60 4

20

=20 +

Training dataset after PCA

Standardized training dataset after PCA

class
m class
class

N O

ompone:

2nd principal ¢

4 4

3

N O

class
m class
class

-400 -200 0O 200 400

1st principal component

600

800

M. Wolter, Machine Learning

The dataset used is the
Wine Dataset available at
UCI. This dataset has
continuous features that are
heterogeneous in scale due
to differing properties that
they measure (i.e alcohol
content, and malic acid).

14.10.2020
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Example

® All examples will be available here:
https://github.com/marcinwolter/MachineLearning2020

® https://github.com/marcinwolter/MachineLearning2020/blob/main/plot_digits_c
lassif.ipynb

- IPython notebook prepared to run on Google Colaboratory
https://colab.research.google.com/

— Reads handwritten digits

— Performs PCA

— Displays two first principal components:

30 4 175 A

20 150 1

125 A
10 1

100 1
0
_lﬂ i

_20 4

L= e L L LI - B B - - I ¥~

30 1

T 1 T
o 10 20 30 40 50 B0

— Classification using Naive Bayes and LDA

14.10.2020 M. Wolter, Machine Learning


https://github.com/marcinwolter/MachineLearning2020
https://github.com/marcinwolter/MachineLearning2020/blob/main/plot_digits_classif.ipynb
https://github.com/marcinwolter/MachineLearning2020/blob/main/plot_digits_classif.ipynb
https://colab.research.google.com/

Summary

® \What is machine learning

® Classifiers:

— Cuts
— Nalve Bayes
— Fisher Linear Discriminants

® Simple unsupervised methods — PCA and decorellation.

14.10.2020 M. Wolter, Machine Learning
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