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Some statistics
● 390k+ visible detections (1.4m+ overall)

● 745k+ device pings (sums up to 48 years looking for particles)

● 2k+ users with at least 1 detection

● 4k+ devices

● 1k+ user teams

● 10s of GBs used for storage of data, metrics and backups



  



  

credo-webapp (https://api.credo.science)



  

credo-webapp
● https://github.com/credo-science/credo-webapp
● We try to show filtered detections that are not noise
● Implements API for detectors to submit events
● Allows users to create accounts used for sending 

events and exporting data for analysis
● Django app running under Apache and mod_wsgi

https://github.com/credo-science/credo-webapp


  

Data stored with detection events
● Time (the the device thinks the event happened and time 

we received it)
● Device location (+ accuracy, location provider)
● Coordinates of the event on device sensor (used for hot 

pixel detection)
● Image of the event (if received)
● User and device the detection is coming from



  

credo-api-tools
● https://github.com/credo-science/credo-api-tools
● Collection of tools designed to simplify process of exporting 

and analyzing CREDO data
● “data-exporter” handles making API calls to authenticate user, 

request and download data export incrementally
● “data-processor” handles incremental data processing and 

provides simple plugin interface for scientists to write their 
own code

https://github.com/credo-science/credo-api-tools


  

Performance monitoring and metrics

django-influxdb-metrics + InfluxDB + Grafana
Raven + Sentry

Metricbeat + Elasticsearch + Kibana
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