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Introduction
➢ Polarization:

➢ Measured in 66 – 116 GeV 
Z mass range,

➢ Also measured in fiducial 
region that resembles signal 
region,

➢ Motivation:
- Sensitivity to sin2θW ,
- Complementary to LEP 
(pp->Z->ττ instead of 
ee->Z->ττ),
- Basis for future measurements 
and searches (e.g. Higgs CP, 
charged Higgs).

➢ Methodology:
Template fit of a variable 
sensitive to tau helicity, Y:
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Analysis flow
➢ Select Z→ττ (le/tp-had/) e/ve/n.ts,

➢ Stplit in.tr e/-had/ an.d/ μ-had/ chan.n.e/ls,

➢ Use/ le/tptrn. tr trigge/r an.d/ tag e/ve/n.t. 
Me/asure/ tprlarisatrn. frrm had/rrn.ic d/e/cay,

➢ Use/ TauStpin.n.e/r tprrgram tr atribute/ 
he/licity tr tau le/tptrn.s in. MC,

➢ Estmate/ backgrrun.d/:
- W→ℓν an.d/ QCD d/ije/ts: d/ata-d/rive/n.,
- Z→ℓℓ, tbar: MC.

➢ Perform ML fit with the obtained Y 
templates to asess the number of left- 
and right-handed taus.
➢ Systematic uncertainties:

Pre-fit signal regiont μ-had channel.
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Results

The/rry tpre/d/ictrn.s: P
τ 
= -5.0l1   ± 5.550       P

τ
fd/ = -5.115 ± 5.556

LEP value/ (Z-tprle/):   P
τ 
= -5.0439 ± 5.5543 

Posi-fit signal regiont e-had channel (lef)t μ-had channel (righi).
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Exercise
ATLAS Z→tau tau selection

● Monte-Carlo:

– mc12/Ztautau.root   - signal

– Powheg_ttbar.root - background

– Wenu.root - background

– Wmunu.root - background

– Wtaunu.root - background

– Zee.root  - background

– Zmumu.root         - background
● Data: 

– data12/Egamma.PhysCont.grp14.root   - electron sample

– data12/Muons.PhysCont.grp14.root   - muon sample

(at the beginning start working with the muon sample)
● The cross section/luminosity is included in the event weight WeightLumi, 

which is used to weight the MC events.

Tau Tau → hadronically (jet) + muon 
(electron) + neutrino 
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Preselection

    if(!( evtsel_is_dilepVeto > 0 && evtsel_is_tau > 0 && 
fabs(evtsel_tau_eta) < 2.47 && evtsel_is_conf_lep_veto == 1 &&
evtsel_tau_numTrack == 1 && evtsel_lep_pt > 26 && 
fabs(evtsel_lep_eta) < 2.4 && evtsel_transverseMass < 70))
continue;

        if (!(  evtsel_is_oppositeSign>0 &&  evtsel_is_mu>0 && 
evtsel_is_isoLep>0 )) continue;

Selecting muon sample
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ATLAS Z→tau tau selection

● Variables used for training:

– evtsel_tau_et

– evtsel_dPhiSum

– evtsel_tau_pi0_n

– evtsel_transverseMass

– sum_cos_dphi

● Spectator

– vis_mass 

● Program:

– TMVAClassificationMW.py and TMVAClassificationApplication.py

First makes a basic training, the second applies the trained methods to 
the data.
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ATLAS Z→tau tau selection
● Install root and TMVA

● Copy the programs and data:

– Inside IFJ PAN:

• http://nz14-46.4.ifj.edu.pl/cwiczenieATLAS/exerciseATLAS.tgz

– From outside IFJ PAN:

• http://nz14-46.ifj.edu.pl/cwiczenieATLAS/exerciseATLAS.tgz

● Run the code:

– python TMVAClassificationMW.py

– python TMVAClassificationApplicationMW.py

● Modify it and play with it:

– Optimize parameters of a selected method

– Maybe we can skip some variables (or add)?

– Try to use individual variables used to calculate sum_cos_dphi. 
Maybe Deep Neural Network and more variables might help?

http://nz14-46.4.ifj.edu.pl/cwiczenieATLAS/exerciseATLAS.tgz
http://nz14-46.ifj.edu.pl/cwiczenieATLAS/exerciseATLAS.tgz
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ATLAS Z→tau tau selection
Try to look, how the visible mass (spectator) changes after selection
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ATLAS Z→tau tau selection

Cuts used in the analysis to select Z → taut tau
How do they compare to our Machine Learning result?



Machine Learning and HEP
 90’ies - Neural Nets used by  LEP experiments
 BDT (Adaboost) invented in 97
 Machine Learning used extensively at D0/CDF  (mostly BDT, also Neural 

Nets) in the 00’ies
 Last years – mostly BDT built in TMVA ROOT package (popular among 

physicists). Neural Nets and other techniques treated as obsolete.

 Not much work within LHC experiments on studying possible better 
MVA techniques.

 Enormous development of Machine Learning in the outside world in 
the last 10 years (“Big Data”, “Data Science”, even “Artificial 
Intelligence” is back).

 We have to catch up and learn from computer scientists:

          Make an open Higgs challenge!

 Task: identify H->tau tau signal  out of background in the simulated 
data.



How did it work ?

●  People register to Kaggle web site hosted https://www.kaggle.com/c/higgs-
boson . (additional info on https://higgsml.lal.in2p3.fr).

● …download training dataset (with label) with 250k events

● …train their own algorithm to optimize the significance (à la s/sqrt(b))

● …download test dataset (without labels) with 550k events

● …upload their own classification

● The site automatically calculates significance. Public (100k events) and 
private (450k events) leader boards update instantly. (Only the public is 
visible)

● 1785 teams (1942 people) have participated 

● most popular challenge on the Kaggle platform (until a few weeks ago)

● 35772 solutions uploaded

Funded by: Paris Saclay Center for Data Science, Google, INRIA



Final leaderboard

7000$

4000$

2000$

HEP meets ML award
XGBoost authors
Free trip to CERN

Best physicist



The winners
● See 

http://atlas.ch/news/2014/machine-learning-wins
-the-higgs-challenge.html

● 1 : Gabor Melis (Hungary) software developer 
and consultant : wins 7000$. 

● 2 : Tim Salimans (Neitherland) data science 
consultant: wins 4000$

● 3 : Pierre Courtiol (nhlx5haze) (France) ? : 
wins 2000$

● HEP meets ML award: (team crowwork), Tianqi 
Chen (U of Washington PhD student in Data 
Science) and Tong He (graduate student Data 
Science SFU). Provided XGBoost public 
software used by many participants. 

?

https:////github.crm//d/mlc//xgbrrst



Rank distribution after bootstrap

! Gabor clearly better 

David Rousseau    HiggsML visits CERN, 19th May 2015

rank 1

rank 9rank 8rank 7

rank 6rank 5rank 4

rank 3rank 2

Distribution of rank of participant of rank i after 1000 bootstraps
of the test sample.



What did we learn from ML experts?

 Very successful satellite workshop at NIPS (on of the two major 
Machine Learning conferences) in Dec 2014 @ Montreal:

https://indico.lal.in2p3.fr/event/2632/

● 20% gain w.r.t. to untuned Boosted Decision Tree from the 
TMVA package

● Deep Neural Nets rule (but marginally better than BDT) 
● Ensemble methods (random forest, boosting) rule 
● careful cross-validation - very (human) time consuming 
● ...but this could be automatized! 
● Complex software suites using routinely multithreading, etc… (e.g. 

XGBoost)



Deep neural network
● Hierarchical feature extraction – first build abstract objects, than find dependencies 

between them.

● Deep neural network (DNN)- an artificial neural network with multiple hidden layers of 
units between the input and output layers.

● Extra layers - composition of features from lower layers,  potential of modeling complex 
data with fewer units than a similarly performing shallow network.

Challenge winning

Gabrr's d/e/e/tp n.e/ural 

n.e/twrrk

(frrm Gabrr's tpre/se/n.tatrn.)

Remark:
Few years ago some 
experts claimed neural 
networks are an obsolete 
tool :)



 Automatic optimization of hyperparameters

● Manual optimization of NN (or any other method) is time consuming. 

● Fortunately the Bayesian optimization methods can rival and surpass human 
domain experts in finding good  hyperparameter  settings. 

● SMAC, SPEARMINT, TPE (and others) are doing that with great success: 
http://www.cs.ubc.ca/~hutter/papers/13-BayesOpt_EmpiricalFoundation.pdf



Analiza podczas praktyk 
studenckich

● Próbowaliśmy powtórzyć HiggsChallenge podczas praktyk studenckich.

● Udało się za pomocą TMVA (konwersja danych do formatu root) oraz 
pakietu XGBoost

● Optymalizacja parametrów XGBoost za pomocą programu hyperopt
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