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Method

● Training (70%) and testing 
(30%) on the 1.0 M τ→π 
sample.

● Applying on the 8.9 M  
τ→generic signal and ten 
streams (07 training, 03 
testing) of MC.

● Estimated the Nsig and Nbg. 

● Training (70%) and testing 
(30%) on 8.9M τ→generic 
sample.

● Applying on the 4.4 M  
τ→generic signal and ten 
streams (07 training, 03 
testing) of MC.

● Estimated the Nsig and Nbg. 

Approach 1 Approach 2



  

Approach 1

Var. importance

● Training (70%) and testing (30%) 
on the 1.0 M τ→π sample.

● Applying on the 8.9 M  
τ→generic signal and ten 
streams (07 training, 03 testing) 
of MC.

● Estimated the Nsig and Nbg. 



  

Approach 1
BDT response● Training (70%) and testing (30%) 

on the 1.0 M τ→π sample.

● Applying on the 8.9 M  
τ→generic signal and ten 
streams (07 training, 03 testing) 
of MC.

● Estimated the Nsig and Nbg. 

Now quite better agreement between
train and test signal, background.



  

Approach 1
Ponzi FOM

BDT > 0.17 

● Training (70%) and testing (30%) 
on the 1.0 M τ→π sample.

● Applying on the 8.9 M  
τ→generic signal and ten 
streams (07 training, 03 testing) 
of MC.

● Estimated the Nsig and Nbg. 



  

Approach 1
BDT score

Npi 2694 1 
Ne 137 0.05
Nmu 285 0.10
Nrho 914 0.34
Nothers 308 0.11

For 5x10-5 BF
Nsig = 19 & Nsig = 12 (for only pi mode)

● Training (70%) and testing (30%) 
on the 1.0 M τ→π sample.

● Applying on the 8.9 M  
τ→generic signal and ten 
streams (07 training, 03 testing) 
of MC.

● Estimated the Nsig and Nbg. 



  

Approach 1
Background calculation

 NB+B- = 150 
 NB0B0 = 73 

Signal is norm. to 1
B+B- and B0B0 histograms are 
first added and then 
normalized to 1



  

Approach 2

Var. importance

● Training (70%) and 
testing (30%) on 8.9M 
τ→generic sample.

● Applying on the 4.4 M  
τ→generic signal and 
ten streams (07 training, 
03 testing) of MC.

● Estimated the Nsig and 
Nbg. 



  

Approach 2
BDT response

● Training (70%) and 
testing (30%) on 8.9M 
τ→generic sample.

● Applying on the 4.4 M  
τ→generic signal and 
ten streams (07 training, 
03 testing) of MC.

● Estimated the Nsig and 
Nbg. 

Now quite better agreement between
train and test signal, background.



  

Approach 2
Ponzi FOM

BDT > 0.13 

BDT optimal cut

● Training (70%) and 
testing (30%) on 8.9M 
τ→generic sample.

● Applying on the 4.4 M  
τ→generic signal and 
ten streams (07 training, 
03 testing) of MC.

● Estimated the Nsig and 
Nbg. 



  

Approach 2
BDT score

Npi 1730 1 
Ne 102 0.05
Nmu 203 0.11
Nrho 790 0.46
Nothers 271 0.16

For 5x10-5 BF
Nsig = 27 & Nsig = 15 (for only pi mode)

● Training (70%) and 
testing (30%) on 8.9M 
τ→generic sample.

● Applying on the 4.4 M  
τ→generic signal and 
ten streams (07 training, 
03 testing) of MC.

● Estimated the Nsig and 
Nbg. 



  

Approach 2
Background calculation

 NB+B- = 320, NB0B0 = 160 
More background as
compared to approach 1



  

Back up



  

ROC (test train samples)
Approach 1 Approach 2

BDT area 0.925
BDT area 0.908
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